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ABSTRACT  

 
In recent times, the grandeur of Large Language Models (LLMs) has not only shone in  

the realm of natural language processing but has also cast its brilliance across a vast 

array of applications. This remarkable display of LLM capabilities has ignited a surge 

in research contributions within this domain, spanning a diverse spectrum of topics. 

These contributions encompass advancements in neural network architecture, context 

length enhancements, model alignment, training datasets, benchmarking, efficiency 

improvements, and more. Recent years have witnessed a dynamic synergy between 

academia and industry, propelling the field of LLM research to new heights. A notable 
milestone in this journey is the introduction of ChatGPT, a powerful AI chatbot 

grounded in LLMs, which has garnered widespread societal attention. The evolving 

technology of LLMs has begun to reshape the landscape of the entire AI community, 

promising a revolutionary shift in the way we create and employ AI algorithms. 

Given this swift-paced technical evolution, our survey embarks on a journey to 

encapsulate the recent strides made in the world of LLMs. Through an exploration of 

the background, key discoveries, and prevailing methodologies, we offer an up-to-the-

minute review of the literature. By examining multiple LLM models, our paper not only 

presents a comprehensive overview but also charts a course that identifies existing 

challenges and points toward potential future research trajectories. This survey 

furnishes a well-rounded perspective on the current state of generative AI, shedding 
light on opportunities for further exploration, enhancement, and innovation. 
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1 INTRODUCTION 
 
Language is a fundamental aspect of human cognition, enabling expression and communi- 

cation. Machines, however, lack an inherent ability to understand and use human language 

unless equipped with robust AI algorithms. Bridging this gap to make machines commu- 
nicate like humans has been a significant research challenge. Bridging this divide has long 

been a formidable research challenge, to endow machines with the ability to read, write, and 

communicate in a manner akin to humans [1] [2]. Language modeling seeks to construct 
models that estimate the generative likelihood of word sequences, thereby facilitating the 

prediction of probabilities associated with forthcoming or missing tokens [3][4]. 

 

Recent times have borne witness to significant breakthroughs in the realm of language 
models, largely attributed to advancements in deep learning techniques, innovations in neural 

architectures such as transformers, enhanced computational capabilities, and the widespread 

availability of vast training datasets extracted from the internet. These collective  
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advancements have ushered in a trans-formative era, empowering the creation of LLMs that 
approach or even approximate human-level performance on select evaluation benchmarks 

[5]. 

 

Notwithstanding the considerable advancements and impact achieved in the realm of LLMs, 
the foundational principles underpinning their functioning remain relatively under-explored. 

The task of training proficient LLMs presents a formidable challenge for the research 

community. Given the immense computational resources required, conducting repetitive,  
exhaustive investigations into the effects of various training strategies for LLMs becomes 

prohibitively costly. It is worth noting that the primary custodians of LLM train- ing are 

typically entities in the industry, and many critical aspects of this process, such as data 
collection and cleansing methods, remain undisclosed to the public. Simultaneously, the 

endeavor to align LLMs with human values and preferences poses a substantial challenge [6]. 

However, despite the aforementioned challenges, there is an ongoing and pressing need for the 

utilization and exploration of LLMs. Hence, the motivation behind this paper is to provide an 
extensive review of popular LLMs, both open-source and proprietary, to assist individuals in 

navigating the landscape and harnessing the potential of these models. 
 

 
 

Fig. 1. Chronology of existing Large Language Models. 

 

In this paper, we conduct a comprehensive review of various LLM solutions, both open- 

source and close-sourced. Figure 1 showcases the names of noteworthy releases of LLMs. A 
detailed comparison of the features of these services is provided to highlight their respec- 

tive strengths and capabilities. By examining these offerings, we aim to provide valuable 

insights into the landscape of LLMs, aiding researchers, developers, and the broader AI 

community in making informed decisions regarding their application and utilization. In 
addition to discussing the key limitations of LLMs like ChatGPT, we thoroughly evaluate 

both their strengths and the areas that require further enhancements. The subsequent sections 

of this survey are structured as follows: Section 2 provides an introduction to the background 
of LLMs, followed by an exposition on prompt engineering for LLM devel- opment in 

Section 3. Then, Section 4 conducts a review of solutions for LLMs proposed by OpenAI. 

In Section 5, we undertake a comprehensive review and summarization of prominent 
alternative solutions to ChatGPT, including Bard, PaLM, T5, and LLaMA. Additionally, 

Section 6 offers insights into open problems and outlines potential future directions for the 

development of LLMs. The survey is concluded in Section 7. 

 

2 LITERATURE REVIEW 
 
Table 1 delves into the existing body of research within the field of interest. It provides an 

overview of key studies and contributions that have paved the way for the current state of 

the subject matter. 
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Table 1. Summary of Related Work 

 
Citation and 

Year 

Methodology Focuses 

[50] 2023 Survey They present the potential benefits and challenges of 
educational applications of large language models, from 

student and teacher perspectives. We briefly discuss the 

current state of large language models and their applications. 

We then highlight how these models can be used to create 

educational content, improve student engagement and 

interaction, and personalize learning experiences. 

[55] 2023 Survey They provide an overview of the history and evolution of 

large language models (LLMs) along with various training 

methods. It explores their diverse applications in fields like 

medicine, education, finance, and engineering. The paper also 

discusses how LLMs are influencing the future of AI and 

their potential for solving real-world problems. 

[54] 2021 Survey They present instances wherein large language models are 
employed to address Natural Language Processing (NLP) 

tasks through techniques such as pre-training followed by 

fine-tuning, prompting, or text generation methodologies. 

Furthermore, they introduce strategies utilizing pre-trained 

language models to generate supplementary data for 

purposes such as training augmentation. 

[51] 2023 Survey They offer an extensive examination of research related to 

ChatGPT, the latest advancements in LLMs from the GPT 

series, and their potential applications across a wide range 

of domains. The authors conducted a thorough analysis of 

194 pertinent papers on arXiv, including trend analysis, 

word cloud visualization, and distribution analysis across 
various application domains. 

[52] 2023 Survey They have undertaken an extensive investigation into 

the profound influence of LLMs on Information Retrieval 

across multiple facets. They have categorized existing 

methods into specific functional groups, which include query 

rewriting, retrieval, re-ranking, and reader modules. Within 

the domain of query rewriting, LLMs have proven their 

efficacy in comprehending ambiguous or multifaceted 

queries, thereby improving the precision of intent 

identification. 

 

3 PROMPT ENGINEERING 
 

Prompt engineering refers to the deliberate design and construction of prompts or inputs given to 

a language model or an AI system. In the context of natural language processing (NLP) 
models like GPT (Generative Pre-trained Transformer), prompt engineering involves 

crafting input queries or instructions in a way that elicits desired and contextually 

appropriate responses from the model. The goal of prompt engineering is to improve the 
performance and output of the AI system by guiding it to generate responses that align 

with the user’s expectations or specific objectives [10]. 

 

3.1 Zero-Shot and Few-Shot Learning 

 

The fundamental techniques for prompting the model, namely zero-shot and few-shot 
learning, have been pioneered in numerous LLM papers and are frequently employed for 
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benchmarking LLM performance citezhao2021calibrate. 
 

Zero-shot learning is to simply feed the task text to the model and ask for results. 

Few-shot learning involves providing the model with a collection of exemplary 

demonstrations, each comprising both input and desired output, related to the target 
task. By exposing the model to these illustrative examples initially, it gains a 

deeper 

 
understanding of human intentions and the criteria for generating desired responses. Con- 

sequently, few-shot learning often results in enhanced performance compared to zero-shot 

learning. However, this advantage comes with the trade-off of increased token consumption 
and the potential challenge of reaching the context length limit, particularly when dealing 

with lengthy input and output text. 

 

3.2 Chain-of-Thought 
 

One of the well-known and easily applicable prompt engineering techniques involves adding 
the phrase ”Think step by step” to the end of a prompt. Researchers from the University of 

Tokyo and Google conducted a study revealing that the inclusion of this expression 

significantly improved the accuracy of GPT-3 (text-davinci-002 model) across various tasks. 

For example, it elevated accuracy from 17.7% to 78.7% on the Multi Arith test [11], which 
involves arithmetic questions requiring multiple steps for resolution. Prystawski and 

colleagues provide insights into the effectiveness of ”think step by step” and suggest reasons 

for its efficacy [12]. It is worth noting that this approach has been observed to be less 
beneficial (adding less value) on more advanced GPT models like GPT-4. 

 

In this paper [38], The researchers investigated the utility of chain-of-thought prompt- ing as 
a straightforward and widely applicable technique to augment reasoning capabilities in 

language models. By conducting experiments involving arithmetic, symbolic, and com- 

monsense reasoning, they observed that chain-of-thought reasoning emerges as a property of 

model scale, enabling sufficiently LLMs to excel in reasoning tasks that exhibit flat scaling 
curves under alternative conditions. 

 

 
 

Fig. 2. Chain-of-thought prompting example [38] 
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4 OpenAI 
 
Open AI, established in December 2015, is both an artificial intelligence research laboratory 

and a technology company dedicated to the advancement and widespread adoption of 

artificial general intelligence (AGI). Their primary objective is to ensure that AGI, 

referring to highly autonomous systems surpassing human performance in economically 
valuable tasks, is harnessed for the collective benefit of humanity [41]. The name ”OpenAI” 

epitomizes their commitment to transparency and openness in their pursuits. Positioned at the 

forefront of AI research, OpenAI has made significant contributions to the field, notably the 
development of the GPT (Generative Pre-trained Transformer) series. Through a 

multifaceted approach, OpenAI engages in extensive research and innovation across diverse 

domains such as natural language processing, robotics, computer vision, and reinforcement 

learning. In the spirit of collaboration and knowledge dissemination, they have also made 
available various models and tools to the public and research community, fostering progress 

and understanding in the AI landscape [39]. 

 

4.1 ChatGPT 
 

ChatGPT is an AI-driven conversational agent that has been developed by OpenAI. It is 
built upon the advanced GPT (Generative Pre-trained Transformer) architecture, which is widely 

recognized as a state-of-the-art language model. The primary objective of ChatGPT is to 

generate responses in natural language that closely resemble human-like interactions. Through 
its training on extensive amounts of internet text data, ChatGPT has acquired the ability to 

comprehend user input and produce coherent and contextually appropriate responses [40]. 

 
ChatGPT has garnered attention for its versatility, excelling in engaging users across various 

conversational topics and delivering informative and creative responses. It finds application 

in tasks like text completion, question-answering, and interactive dialogue. However, it’s 

important to recognize that despite its impressive performance, ChatGPT can occasionally 
produce incorrect or nonsensical responses, and its sensitivity to input phrasing and context 

should be taken into account. OpenAI has introduced multiple ver- sions of ChatGPT, 

consistently refining and enhancing its functionality over time. It has been made accessible to 
the public through various platforms and APIs, facilitating inte- gration by developers and 

users into their own applications and systems. The functioning of GPT-3.5 involves a 

structured process comprising three distinct steps (Figure 3): 

 

– The process involves obtaining demonstration data where a randomly selected prompt 

is labeled with the desired output behavior. This data is then used to fine-tune GPT-3 
using supervised learning principles. 

– The process involves selecting a prompt and generating multiple model generated 

outputs. A labeler ranks these outputs based on quality, from best to worst. This 
coparison data is used to train the reward model, helping the system learn how to 

assess the quality of its generated responses. 

– In the final step, a new prompt is chosen, and the policy generates an output. A reward 
model assesses the generated output and provides a reward value. This reward value is 

used to update the policy using the proximal policy optimization (PPO) algorithm, 

improving the system’s responses gradually to make them more desirable and accurate. 

 
Open AI [39] describes GPT-4 as: ”10 times more advanced than its predecessor, GPT- 3.5. 

This enhancement enables the model to better understand the context and distinguish nuances, 

resulting in more accurate and coherent responses.” The unpaid version of Chat- GPT lacks 
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internet access, while ChatGPT Plus, based on the GPT-4 architecture, has this 
capability. Recently, Open AI incorporated a ’Browse with Bing’ feature into GPT-4, 

enabling the AI chat bot to browse the internet and furnish information on contemporary events. 

A notable distinction between Chat GPT-4 and Chat GPT-3 is the significant 

enhancement in the former’s capacity to comprehend images. This augmentation stems from 
 

 
 

Fig. 3. GPT-3.5 model workflow [41] 

 

the multimodal nature of Chat GPT-4, denoting its capability to interpret diverse modes of 

information, encompassing both textual and visual elements. In contrast, the preceding 
version, Chat GPT-3, was confined to processing and generating responses based solely on 

textual inputs, thereby constraining its applicability across various use cases [39].  

Key Features of ChatGPT-4 [45, 46]: 

 

– Expanded Context Window: A distinctive attribute of ChatGPT-4 lies in its heightened 

capacity to consider a broader context when processing language. The enlarged context 

window empowers the model to grasp intricate linguistic patterns more effectively, 
yielding responses that exhibit greater accuracy and coherence. 

– Conversational Ability: ChatGPT-4 demonstrates improved conversational prowess, 
contributing to interactions with the model that feel more natural and engaging. This 

advancement allows the model to engage in longer and contextually coherent dialogues 

with users, resulting in the exchange of more relevant and meaningful information.  

– Diverse Use Cases: ChatGPT-4 proves versatile across various industries, 

excelling in applications such as virtual assistants, text summarization, content 

creation, and beyond. Its adaptability renders it valuable in a multitude of real-world 

scenarios, showcasing its efficacy in addressing diverse needs and requirements.  
 

4.2 OpenAI Playground 
 

OpenAI Playground and ChatGPT share significant similarities as they originate from the 

same AI research organization. Both platforms employ comparable generative AI models, 

but their primary distinction lies in their intended users. While ChatGPT targets the 
public, OpenAI Playground caters more to developers seeking to explore OpenAI’s diverse 

AI offerings [39]. Table 2 presents the objective of OpenAI Playground and ChatGPT.  
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The OpenAI Playground offers real-time interactivity with AI models, enabling users to 
input text and receive instant responses. The main features are: 

 

Table 2. Purposes of OpenAI Playground and ChatGPT 
 

OpenAI Playground ChatGPT 3.5 

Enables users to conduct experiments with 

diverse machine learning models 

Engaging in interactive conversations with 

the user 

Can be fine-tuned with custom data sets Generating responses to user prompts using 

natural language 

Valuable for creating applications dependent 
on machine learning 

Executing writing tasks, such as generating 
text passages 

In addition to other models, it grants access 

to GPT 

Conducting translation tasks efficiently 

 

– Diversity of Models: The platform boasts an array of AI models, each showcasing 
unique capabilities. From language models like GPT-4 to image models like 

DALL-E, users can access a variety of cutting-edge technologies. 

– User-Friendly Interface: OpenAI Playground is thoughtfully designed with simplicity 
and intuitiveness in mind. Even individuals with limited AI experience can effortlessly 

navigate and utilize the platform. 

– Educational Value: Beyond being a mere tool, the OpenAI Playground serves as an 
invaluable learning resource. It empowers users to grasp the fundamentals of AI and 

gain insights into the evolving landscape of AI technology.  

 

5 Alternative Solutions 

 

5.1 Open Assistance 

 

Open Assistance is a project aimed at developing a chatbot that utilizes LLM and employs 
Reinforcement Learning with Human Feedback (RLHF) techniques. The primary objective 

of the project is to enhance the chatbot’s ability to answer questions while effectively 

following instructions. RLHF involves training the chatbot by providing it with feedback 
from human evaluators, allowing it to learn and improve its responses over time. By 

combining the power of LLM and reinforcement learning, Open Assistance seeks to create a 

more adaptive and intelligent chatbot that can provide accurate and helpful answers to a 
wide range of inquiries. Given that the models are predominantly licensed under the 

Apache 2.0 license, it is reasonable to infer that commercial utilization of models derived 

from them as closed source is prohibited. However, the license permits unrestricted usage, 

modification, and distribution of the models in open-source scenarios. By the Apache 
2.0 license, any modified derivatives must indicate their modifications prominently and 

preserve all original copyright notices. The conversation tree is the fundamental data 

structure in Open Assistant. 
 

The researchers [7] evaluated the zero-shot performance of ChatGPT and Open Assistant 

within the domain of Computational Social Science classification tasks. Additionally, they 

examined the effects of different prompting strategies. Their experiment encompassed several 
factors, such as prompt complexity. This involved investigating the outcomes of 

incorporating label definitions into the prompt, utilizing synonyms for label names, and 

exploring the influence of integrating memories during the training of the foundation model. 
In the paper [7], Table 3, the prediction results of all zero-shot LLMs for each round are 

depicted. The researchers made several noteworthy observations. Firstly, they noted that 

supervised baselines generally outperformed LLMs across most prompt settings in most 
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tasks (4 out of 6). Furthermore, when considering the F1-macro measure, GPT con- sistently 
exhibited superior performance compared to Open Assistant across all prompt 
 

Table 3. LLMs zero-shot classification results across all prompt settings. All datasets are 

evaluated with accuracy and macro-F1 scores [7]. 
 

Model Complaint Vaccine Stance Bragging 

Accuracy F1-macro Accuracy F1-macro Accuracy F1-macro 

Logistic 

Regression 

81.4 79.7 72.8 73.1 88.6 58.8 

BERT-large 89.4 88.6 81.5 81.3 91.3 76.1 

GPT Basic 89.7 88.7 73.0 73.8 85.1 67.6 

GPT T/L Desc 89.0 88.0 73.3 73.7 84.9 67.4 

GPT Memory 

Recall 

87.1 86.4 66.2 66.9 - - 

OA Basic 72.3 72.3 61.7 60.3 89.3 57.6 

OA T/L Desc 65.3 65.2 73.7 73.6 88.4 48.2 

OA Memory 

Recall 

82.6 82.1 64.2 63.8 - - 

Model Rumor Stance Sarcasm Hata Speech 

Accuracy F1-macro Accuracy F1-macro Accuracy F1-macro 

Logistic 

Regression 

68.5 40.9 76.1 53.5 83.2 79.2 

BERT-large 73.2 48.2 78.9 58.4 84.5 81.2 

GPT Basic 49.4 33.4 67.3 62.1 75.5 72.4 

GPT T/L Desc 59.2 45.7 61.3 57.9 76.9 72.1 

GPT Memory 

Recall 

40.2 30.9 - - 71.7 69.6 

OA Basic 45.2 27.4 71.9 48.6 63.5 63.3 

OA T/L Desc 56.2 29.0 75.9 49.9 75.5 73.3 

OA Memory 
Recall 

52.4 34.6 - - 55.4 55.4 

 

settings and tasks. However, their findings indicated that OpenAssistant achieved higher 

accuracy than GPT in certain imbalanced datasets, such as the ’Bragging and Sarcasm’ 

task. This disparity may arise from OpenAssistant defaulting to the neutral class, 
encompassing labels that lack any specific speech act, such as ’Not Bragging and Not 

Sarcastic’. The findings from the study suggest that in a zero-shot scenario, the existing 

LLMs fail to achieve the performance levels of smaller baseline transformer models that 

have undergone fine-tuning, such as BERT. Furthermore, the researchers discovered that 
different prompting strategies have a substantial impact on classification accuracy, with 

variations in both accuracy and F1 scores exceeding 10%. Notably, GPT demonstrates the 

highest predictive performance in two specific downstream tasks related to speech act detection, 
specifically the Complaint task with an accuracy of 89.7 and an F1-macro score of 88.7. 

 

According to [8], OpenAssistant can compete with GPT-3.5 Turbo, the direct pre- decessor 

of GPT-4. Also, they claimed human users prefer their assistant sitting on the fine-tuned 
Pythia-12B to the answers generated by GPT-3.5 Turbo by 48.3 percent. A sci- entific 

evaluation of the capabilities of the model is currently not available, the evaluation in the 

paper refers to human preferences alone. 
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5.2 LLaMA 
 

Meta, the parent company of Facebook, has made a notable announcement by unveiling 

their latest breakthrough in the field of artificial intelligence (AI): LLaMA (Large Language 
Model Meta AI), a cutting-edge LLM. Meta AI embarked on a mission to develop a series 

of Long Language Models (LLMs) that excel in different inference scenarios. The outcome 

of their endeavor is the LLaMA collection. These models are designed to be smaller than 

existing LLMs, yet they undergo training with a larger number of tokens. This approach 
enhances their performance and simplifies the process of retraining and fine-tuning the 

models for specific real-world applications. 

 
The LLaMA models are constructed using a transformer architecture [13], incorporating 

various enhancements inspired by other models. To improve training stability, the  LLaMA 

models employ the RMSNorm normalizing function [14], initially introduced by GPT-3. 
Additionally, they replace the ReLU non-linearity with the SwiGLU activation function 

from PaLM [15], resulting in improved model performance. To harness positional 

information more effectively, the LLaMA models utilize rotary positional embeddings 

(RoPE) from GPTNeo [16], which offer advantages over absolute positional embeddings. 
LLaMA models come in four different sizes: 7, 13, 33, and 65 billion parameters [17]. 

 

It operates by accepting a sequence of words as input and recursively generates text by 
predicting the next word. To train the model, they selected text samples from the top 20 

languages spoken worldwide, with particular emphasis on languages that utilize the Latin 

and Cyrillic alphabets. Also, they use only publicly available data, for example, English 
Common Crawl, C4, Github, Wikipedia, Gutenberg and Books3, ArXiv, and Stack 

Exchange. 

 

The original LLaMA code is GPL licensed which means any project using it must also be 
released under GPL. LLaMA has GNU general public license, however, LLaMA models are 

licensed for research use only, which prevents commercial use of those models. In this paper 

[17], they compare LLaMA with other foundation models, namely the non-publicly 
available language models GPT-3 [18], Gopher [19], Chinchilla [20] and PaLM [21], as well as 

the open-sourced OPT models [22], GPT-J [23], and GPTNeo [24]. 

 

The results of their evaluation for different use cases are: 
 

– For the Common Sense Reasoning use case, LLaMA-65B outperforms Chinchilla-
70B on all reported benchmarks but BoolQ. Similarly, this model surpasses PalM-

540B ev- erywhere but on BoolQ and WinoGrande. LLaMA-13B model also 

outperforms GPT-3 on most benchmarks despite being 10× smaller. 

– For Closed-book Question Answering use case, On both, LLaMA-65B achieves 

state- 

of-the-art performance in the zero-shot and few-shot settings. More importantly, the 

LLaMA-13B is also competitive on these benchmarks with GPT-3 and Chinchilla, 
despite being 5–10× smaller. This model runs on a single V100 GPU during 

inference. 

– For Reading Comprehension use case, On these benchmarks, LLaMA-65B is 
competi- 

tive with PaLM-540B, and LLaMA-13B outperforms GPT-3 by a few percent. 

– For Mathematical Reasoning use case, On GSM8k, LLaMA-65B outperforms 

Minerva- 62B, although it has not been fine-tuned on mathematical data. 

– For Code Generation use case, For a similar number of parameters, LLaMA 
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outper forms other general models such as LaMDA and PaLM, which are not 
trained or fine-tuned specifically for code. LLaMA with 13B parameters and more 

outperforms LaMDA 137B on both Human Eval and MBPP. LLaMA 65B also 

outperforms PaLM 62B, even when it is trained longer. 

– For Massive Multitask Language Understanding (MMLU) LLaMA-65B is behind 

both Chinchilla-70B and PaLM-540B by a few percent on average and across most 

domains. A potential explanation is that a limited number of books and academic 
papers are used in the pre-training data, i.e., ArXiv, Gutenberg, and Books3, which 

sums up to only 177GB, while these models were trained on up to 2TB of books. 

 

Llama 2 signifies a significant advancement in the field of natural language processing, 
offering an open-source platform with the potential to benefit both research and commer- cial 

applications. Its versatility empowers a diverse range of users to responsibly explore and 

implement innovative solutions. This paper [25] not only delves into the foundational aspects 
of the Llama 2 model but also examines how early adopters leverage its capabilities in their 

AI projects. The rapid fine-tuning of the model within ten days for medical-specific domains 

and chatbots reflects a prevailing trend among researchers, emphasizing the pur- suit of a 

more robust and contextually appropriate AI framework. This pursuit aims to uphold 
higher standards of quality and ethics in future AI applications. Furthermore, they explore the 

implications of Llama 2’s adoption on the broader open-source AI landscape, addressing both 

challenges and opportunities for developers and researchers striving to create cutting-edge 
AI solutions. This study [25] serves as an initial exploration of the Llama 2 pre-trained 

model, establishing a promising foundation for future research en- deavors. By prioritizing 

ethical considerations, we can harness the capabilities of Llama 2 to drive positive impacts 
across diverse domains. 

 

5.3 Alpaca 
 

Stanford University researchers have developed an innovative natural language processing 

(NLP) model known as Stanford Alpaca [26]. This novel model has already surpassed 
traditional approaches in performance. Unlike current NLP models, the Stanford Alpaca NLP 

model focuses on generating more accurate and natural language interpretations by 

effectively capturing the context and interconnections among words.  

 
Alpaca is fine-tuned based on Meta’s LLaMA 7B model. The researchers trained Alpaca 

using 52,000 instruction-following demonstrations generated in a self-instruct style utilizing 

text-davinci-003. Notably, when evaluated on the self-instruct evaluation set, Alpaca 
demonstrates numerous behaviors akin to OpenAI’s text-davinci-003 model. Additionally, 

Alpaca’s surprising compactness and cost-effectiveness make it remarkably easy and 

inexpensive to reproduce [26]. 
 

The provided Figure 4 outlines the methodology employed to acquire the Alpaca model. To 

obtain the necessary data, they generated instruction-following demonstrations by building upon 

the self-instruct approach. Starting with 175 human-written instruction- output pairs from the 
self-instruct seed set, they utilized text-davinci-003 to prompt the generation of additional 

instructions based on the seed set as in-context examples. This process, which involved 

streamlining the generation pipeline and reducing costs signifi- cantly, resulted in 52,000 
unique instructions and their corresponding outputs. Notably, the entire data generation 

process costs less than 500 dollars using the OpenAI API. 

 

Armed with this instruction-following dataset, they proceeded to fine-tune the LLaMA 
models using Hugging Face’s training framework. They leveraged techniques such as Fully 
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Sharded Data-Parallel and mixed precision training to achieve optimal results. For their 
initial run, fine-tuning a 7B LLaMA model required three hours on eight 80GB A100s, 

costing less than 100 dollars on most cloud computing providers. It is essential to mention 

that training efficiency could be further improved to achieve even greater cost reduction. 

They emphasized that Alpaca is strictly intended for academic research, and any com-
mercial utilization is prohibited. Several factors contributed to this decision: 

 

– Alpaca is built upon LLaMA, which has a non-commercial license, resulting in 

the inheritance of this restriction. 

– The instruction data used in Alpaca is derived from OpenAI’s text-davinci-003, 
and its terms of use prohibit the development of models that compete with OpenAI. 

– Due to the lack of sufficient safety measures, Alpaca is not prepared for widespread 

deployment or general use. 
 

5.4 GPT-Neox 
 
GPT-NeoX, also known as GPT-NeoX-20B, stands out as a cutting-edge open-source 

model in the field of natural language processing (NLP). This is an autoregressive trans- 

former decoder model with 20 billion parameters, 44 layers, a hidden dimension size of 
 

 
 

Fig. 4. the Alpaca model [26] 

 

6144, and 64 heads. It was collaboratively developed by a group of researchers associated 

with EleutherAI, showcasing their expertise in pushing the boundaries of NLP 
advancements. GPT-NeoX-20B underwent training using the Pile dataset [42], which is a 

meticulously curated and extensive dataset tailored specifically for training LLMs. The 

Pile consists of over 825 GB of raw text data. This dataset encompasses a wide range of 
information from 22 distinct data sources, categorized into five major groups for ease of 

organization and analysis [24]: 

 

– Academic Writing: Pub med Abstracts and Pub Med Central, arXiv, Free Law, 

USPTO Backgrounds, Phil Papers, NIH Exporter. 

– Web-scrapes and Internet Resources: Common Crawl, OpenWebText2, Stack Exchange, 
Wikipedia (English). 

– Prose: BookCorpus2, Bib liotik, Project Gutenberg. 

– Dialogue: Youtube subtitles, Ubuntu IRC, Open Subtitles, Hacker News, EuroParl. 

– Miscellaneous: GitHub, the DeepMind Mathematics dataset, Enron Emails. 
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While the architecture of the model shares similarities with GPT-3, there are several 
noteworthy distinctions. The following are the key differences at a high level:  

 

– Rotary Positional Embeddings: They used RoFormer [16] instead of the learned 
positional embeddings used in GPT models. 

– Parallel Attention and FF Layers: To boost efficiency in the neural network model, the 

Attention and Feed-Forward (FF) layers are calculated simultaneously. This 
approach reduces the number of all-reduce operations in both the forward and 

backward passes. It achieves this by employing opsharding for each residual addition, 

which would typ- ically necessitate an all-reduce operation. Calculating the Attention and 
Feed-Forward operations in parallel allows intermediate results to be locally reduced 

before a single all-reduce operation, thus minimizing communication overhead and 

enhancing computational efficiency during training. 

– Initialization: For the Feed-Forward output layers before the residuals, the initialization 

scheme introduced in [44] is used. For all other layers, the small initialization scheme 

from [43] is used 

– All Dense Layers: While GPT-3 uses alternating dense and sparse layers, they instead 

opt to exclusively use dense layers to reduce implementation complexity.  

 
From a hardware perspective, GPT-NeoX-20B undergoes training using twelve super micro 

AS-4124GO-NART servers. Each server is equipped with eight NVIDIA A100- SXM4–

40GB GPUs and configured with two AMD EPYC 7532 CPUs. The servers are 

interconnected using high-speed connections to facilitate efficient communication. In this 
work [24], they described GPT-NeoX-20B’s architecture and training and evaluated its 

performance on a range of language-understanding, mathematics, and knowledge-based 

tasks. They found that GPT-NeoX-20B is a particularly powerful few-shot reasoner and 
gains far more in performance when evaluated five-shot than similarly sized GPT-3 and Fair 

Seq models. 

 

5.5 Bloom 
 

The proposal introduces BLOOM [27], a language model characterized by its expansive 
scale, featuring 176 billion parameters. This model is a product of the collaborative efforts 

within Big Science, a consortium comprised of hundreds of researchers. Notably, BLOOM 

operates as a decoder-only Transformer language model, representing a distinctive 

architectural choice. The training process involved the utilization of the ROOTS corpus, a 
comprehensive dataset encompassing content from hundreds of sources [48][49]. This cor- 

pus spans 46 natural languages and 13 programming languages, resulting in a total of 59 

languages covered. The deliberate design and training choices made in the development of 
BLOOM underscore its potential significance in advancing the capabilities of language 

models, with implications for diverse linguistic contexts. 

 
This paper [27] documents the evolution of BLOOM, tracing its development from the 

inception of its training dataset ROOTS to the formulation of its architecture and tokenizer. 

The authors delve into the evaluation outcomes of BLOOM and other expan- sive language 

models, revealing its competitive performance that undergoes enhancement through multitask 
finetuning. The authors express the anticipation that the introduction of such a potent 

multilingual language model will pave the way for novel applications and avenues of 

research within the domain of large language models. 
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5.6 Google’s Generative AI 
 

PaLM The Pathways Language Model (PaLM) stands as LLM created by Google AI  

[21]. Trained on an extensive dataset encompassing both text and code, PaLM exhibits 
versatility in its capabilities, demonstrating proficiency across a diverse array of tasks, 

which include but are not limited to Translation, Summarization, Question Answering, 

Code generation, and Creative writing. 
 

PaLM employs a transformer-based design, leveraging transformers—a distinct class of 

neural networks well-suited for natural language processing tasks. These models stand out 

for their proficiency in acquiring the capability to grasp and understand the nuanced 
relationships among words and phrases within a given sentence. PaLM, an extraordinary 

language model, undergoes training on an unprecedented dataset featuring a staggering 540 

billion parameters, marking it as the largest dataset ever utilized for language model training. 
The model showcases remarkable versatility, demonstrating proficiency across diverse tasks 

such as translation, summarization, question answering, code generation, and even creative 

writing. This expansive skill set has facilitated the creation of innovative applications, 
including a tool designed to assist individuals with dyslexia in enhancing their reading 

experience. Despite being in the developmental stage, PaLM has already exhibited 

substantial promise. As development continues, the model is poised to evolve into an even 

more potent and capable tool, potentially revolutionizing various aspects of our lives. 
PaLM’s potential extends to enhancing the accuracy and efficiency of numerous tasks, 

ranging from translation and summarization to question answering. Its versatility also opens 

doors to the creation of novel applications, further exemplified by its utility in aiding 
individuals with dyslexia. 

 

Google contends that PaLM 2 demonstrates enhanced reasoning capabilities compared to 
GPT-4 across diverse benchmarks, with particularly notable advancements observed in tasks 

such as WinoGrande and DROP. In these specific assessments, PaLM 2 surpasses GPT-4 by 

a modest margin. However, an examination of the ARC-C benchmark reveals that, although 

PaLM 2 exhibits some progress, it is not as pronounced as in other bench- mark scenarios. 
Beyond its improved reasoning, PaLM 2 showcases augmented mathematical prowess, 

elucidated in a comprehensive 91-page research paper by Google. It is essential to 

acknowledge the inherent challenges in directly comparing PaLM 2 with GPT-4, owing to 
the distinct presentation methodologies employed by Google and OpenAI in reporting their 

respective test results. Google has deliberately chosen specific comparisons, poten- tially 

stemming from instances where PaLM 2 did not perform as effectively as GPT-4. A case 

in point is the MMLU benchmark, where GPT-4 achieved a score of 86.4, whereas PaLM 2 
attained a slightly lower score of 81.2. Similarly, in the HellaSwag benchmark, GPT-4 

garnered a score of 95.3, while PaLM 2 achieved a more modest score of 86.8. Lastly, in the 

ARC-E benchmark, GPT-4 and PaLM 2 secured scores of 96.3 and 89.7, respectively. These 
findings underscore the nuanced distinctions in performance between the two models across 

a spectrum of evaluation tasks. 

 
Google Bard Google Bard constitutes a chatbot founded on the Large Language Model 

(LLM) PaLM 2. The present iteration of Bard is accessible in English, Japanese, and 

Korean, with users able to engage with it either via the Google Bard website or through the 

Google Assistant platform [47]. 
 

Key Features of Google Bard: 

 

– Bidirectional Context Understanding: A pivotal characteristic of BARD lies in its bidi- 
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rectional methodology, enabling the model to process information from both preceding 
and succeeding tokens. This key feature enhances the model’s capacity to compre- 

hend intricate sentence patterns, resulting in more precise and relevant responses. It is 

noteworthy that, in contrast, ChatGPT-4 remains unidirectional. 

– Enhanced Language Comprehension: Bard exhibits heightened language comprehen- 

sion capabilities by considering the complete phrase structure in both forward and 

backward directions. Similar to ChatGPT-4, it excels in activities such as text com- 
pletion, question-answering, and a comprehensive understanding of the contextual nu- 

ances within a given language input. 

– Language Task Versatility: The bidirectional nature of BARD imparts versatility, ren- 
dering it apt for a diverse range of language tasks. Particularly effective in natural 

language processing applications, BARD excels in tasks where contextual understand- 

ing plays a pivotal role, making it a valuable asset in scenarios demanding nuanced 

language comprehension. 
 

This investigation [36] delves into the efficacy of LLMs, specifically ChatGPT and Google 

Bard, in predicting neuropathologic diagnoses based on clinical summaries. An analysis was 
conducted on 25 cases of neurodegenerative disorders presented at Mayo Clinic’s brain bank 

Clinico-Pathological Conferences. The LLMs generated multiple patho- logic diagnoses 

along with their respective rationales, which were then juxtaposed with the conclusive 
clinical diagnoses provided by physicians. ChatGPT-3.5, ChatGPT-4, and Google Bard 

accurately identified primary diagnoses in 32%, 52%, and 40% of cases, re- spectively. 

Moreover, correct diagnoses were encompassed in 76%, 84%, and 76% of cases, respectively. 

These results underscore the potential of artificial intelligence tools such as ChatGPT and 
Bard in the realm of neuropathology. 

 

6 RESEARCH CHALLENGES AND OPEN PROBLEMS 
 
Despite the remarkable capabilities exhibited by LLMs in both industrial applications and 

academic endeavors, they are not immune to certain limitations and persistent challenges. 

 

6.1 Research Challenges 
 

While LLM models have proven immensely beneficial in advancing scientific discoveries, 

it is vital to acknowledge and confront the research challenges that have emerged due to their 
implementation. By acknowledging and actively addressing these challenges, we can ensure 

continued progress and refinement in this field. 

 
Computational Costs and Power The LLM model is an advanced and intricate AI lan- 

guage model that necessitates significant computational resources for optimal performance. 

Operating this model can be costly and may demand access to specialized hardware and 
software systems. Utilizing low-end hardware or systems with limited computational power can 

lead to slower processing times, decreased accuracy, and various performance-related challenges. 

Therefore, organizations should thoroughly evaluate their computational re- sources and 

capabilities when considering the implementation of LLM models. 
 
Number of Parameters: One of the challenges associated with LLM models is the sheer number 

of parameters they contain. These models often have an extremely high parameter count, which 

contributes to their complexity and computational requirements. Managing and training models 

with a large number of parameters can be resource-intensive, requir- ing significant 

computational power and memory. It also increases the risk of over-fitting and can make the 

model more susceptible to errors or biases present in the training data. Balancing the parameter 
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count to optimize performance and efficiency without compro- mising model quality is an 

ongoing challenge in the development and deployment of LLM models. 

 

Up-to-Date: Maintaining up-to-date LLM models necessitates regular retraining or fine- 

tuning with the most recent data, a process that demands significant resources. Failing to 
address the matter of outdated training data can result in the generation of misleading or 

inaccurate information by the models. Therefore, it is crucial to allocate sufficient resources to 

ensure the timely and comprehensive updating of LLM models to uphold their reliability and 

relevance. 
 

Cost: The training and utilization of LLMs necessitate significant computational power, 

involving specialized hardware and substantial time investments for both training and 
inference. These resources come with associated costs, rendering LLMs inaccessible to 

individuals or organizations with limited resources. 

 
Furthermore, fine-tuning or customizing LLMs for specific tasks often demands exten- sive 

data annotation efforts, which further contribute to the overall cost. The high com- putational 

and financial requirements associated with LLMs can create barriers to entry, limiting the 

widespread adoption and usage of these models, particularly for smaller-scale projects or 
applications with constrained budgets. 

 

Data: One of the primary difficulties associated with LLM models relates to their exten- 
sive access to data, which frequently encompasses personal details like names, addresses, 

and phone numbers. Although most solutions do not expressly store or disclose this in- 

formation, there remains a possibility of unintentionally including sensitive data within the 

input or output of a conversation. As an extensively trained language model with vast 
amounts of data, LLM models provide users with a formidable capability to generate text, 

pose relevant questions, and engage in conversations. Nonetheless, employing such models 

also presents substantial challenges regarding data privacy that demand attention and 
resolution. 

 

The issue of data sufficiency poses a significant challenge in the realm of LLMs. Despite their 
impressive capabilities, LLMs heavily rely on the vast amounts of data they are trained on, 

and their performance is contingent upon the quality and diversity of that data. In scenarios 

where the training data is insufficient or lacks a comprehensive representation of various 

domains, the LLMs may struggle to generate accurate and contextually relevant outputs. This data 
sufficiency issue becomes particularly pronounced when confronted with specialized or niche 

domains where the availability of training data is limited. 

 
Data bias in models like ChatGPT refers to the presence of unfair or systematic preferences 

in the training data, originating from various sources including data collection, societal 

biases, and inherent biases in the data sources. Language models like ChatGPT are trained 
on vast amounts of internet text data, which can introduce biases related to gender, race, 

religion, and other aspects of identity, leading the model to reproduce such biases in its 

responses. Data bias can result in discriminatory responses, assumptions, or inaccuracies 

based on the biased patterns learned during training. Addressing data bias is an active 
research area, aiming to identify and mitigate biases during training to enhance fairness and 

inclusivity in these models, but it remains a complex challenge requiring continuous efforts 

and collaboration for meaningful progress. [40]. 
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6.2 Open Problems 
 

Language models like ChatGPT, including Large Language Models (LLMs), have 

limitations despite their impressive performance. These limitations stem from factors such as 
biases in training data, a lack of common-sense reasoning, and a reliance on statistical pat- 

terns. LLMs can produce factually incorrect outputs and struggle with complex prompts, 

making contextual understanding and misinformation challenges. Ongoing research is es- 
sential to improve their accuracy, ensuring more reliable and trustworthy results in various 

applications and mitigating these limitations. 

 

Future research holds promise in the development of specialized datasets that extend beyond 
simple data collection from existing sources. Instead, these datasets should be carefully 

crafted to meet specific requirements, audiences, or problem domains, guided by thoughtful 

consideration. For instance, in the legal field, constructing a comprehensive dataset would 
necessitate a deep understanding of legal history and previous cases, serving as a valuable 

resource for training AI models in legal tasks. Creating such datasets requires meticulous  

planning in data collection methods to represent real-world complexities ac- curately, and 
techniques like data augmentation, transfer learning, and fine-tuning should enhance 

diversity and quality. Domain-specific datasets tailored to unique needs will be pivotal in 

achieving high-performance AI models for practical applications and advancing solutions to 

real-world challenges. 
 

Meanwhile, for future work, it is also essential to ask the question of who the target audience 

of the model is. Identifying the specific audience categories, such as medical, law, education, 
etc., will help determine the necessary adaptations and additions to the model to meet their 

unique requirements. For instance, if the model is intended for the medical field, it should be 

tailored to handle medical terminology, understand complex medical concepts, and ensure 
trustworthy results for diagnostic purposes. As a state-of-the-art review, considering future 

work is imperative. Moving beyond simple word prediction, the next level of development 

involves incorporating reasoning capabilities and applying the model to knowledge graphs 

using APIs. This extension would allow the model to exhibit advanced understanding and 
reasoning abilities, making it more adept at handling complex and nuanced tasks. In the 

context of education, exploring the potential of using the model as a teaching tool opens new 

avenues for research and development. To make it more applicable in the education field, 
necessary changes or additions should be considered, such as integrating pedagogical elements, 

adapting to diverse learning styles, and fostering educational engagement. 

 

While ChatGPT represents a groundbreaking advancement, it is not recommended to seek 
medical advice from it. However, there is a growing interest in determining when artificial 

intelligence (AI) will be capable of providing such assistance and how much more 

accurate LLMs need to become to achieve that level of reliability. These questions are 
currently being explored by researchers. The continuous advancement of LLMs holds 

tremendous potential for their future development and application. Ongoing research and 

innovation are focusing on improving LLMs’ contextual understanding, enhancing their 
reasoning capabilities, and reducing biases. When applied to healthcare, building trust in the 

model’s results becomes paramount. Trustworthiness is crucial in medical diagnosis and 

treatment recommendations. Ensuring high accuracy, transparency, and validation 

mechanisms would be essential to gain the trust of medical professionals and patients alike. 
 

For the legal domain, it is crucial to address concerns related to privacy, data protection, and 

adherence to legal regulations. Additionally, ensuring that the model interprets legal 
language accurately and provides reliable legal information would be imperative. In 



Computer Science & Information Technology (CS & IT)                                     169 

summary, future work involves carefully tailoring the model to specific audience categories, 
incorporating advanced reasoning capabilities, exploring educational applications, ensur - ing 

trustworthiness in healthcare applications, and addressing legal concerns. Addressing these 

aspects will contribute to the robustness and applicability of the model across various 

domains, making it more versatile and reliable in practical real-world scenarios. 

6.3 Future Research Works 
 
Autonomous models that generate training data: The development of autonomous models 

capable of generating their own training data marks a significant step towards self-

sufficiency in LLMs. Current LLMs rely heavily on curated datasets to learn and gen- eralize 

patterns. However, this approach is often limited by the availability and quality of 
training data. Future research is focusing on creating models that can autonomously generate 

synthetic data, enabling them to continuously adapt and improve their perfor- mance without 

requiring additional human-labeled datasets. These autonomous models can simulate realistic 
scenarios, introduce variations, and even create edge cases that may be challenging for 

current models. By doing so, they not only enhance their own train- ing but also become 

more robust in handling unforeseen situations. This research path opens up possibilities for 
more efficient and adaptive LLMs, especially in domains where collecting large and diverse 

datasets is challenging or costly. 

 

Models that can validate their information: The ability of models to validate their 
information is crucial for ensuring the reliability and trustworthiness of LLMs. In the 

current LLM, models are trained on historical data and then deployed in real-world 

scenarios. However, these models may encounter situations or data distributions that differ 
significantly from their training data, leading to potential inaccuracies or biases. Future 

research is focused on developing models with built-in mechanisms for self-validation. These 

models can assess the quality and relevance of the data they receive during inference, flagging 
potential issues and uncertainties. This self-awareness enables models to provide more 

accurate and reliable predictions while also identifying when they may be out of their depth. 

This research path is crucial for LLMs in sensitive domains such as healthcare, finance, and 

autonomous vehicles, where the consequences of incorrect results can be severe. 
 

Rise of Sparse Expert Models: Sparse expert models represent a departure from the 

traditional approach of large, dense neural networks. Instead of relying on massive numbers 
of parameters, sparse expert models focus on a select set of specialized neurons or  modules 

that excel at specific tasks. This approach is inspired by the human brain, where different 

regions specialize in different cognitive functions. Research in this area aims to create more 

efficient and interpretable LLMs. Sparse expert models can be particularly beneficial in 
scenarios where computational resources are limited, such as edge devices or real-time 

applications. Additionally, the sparsity of these models often makes them more interpretable, 

addressing concerns about the ”black box” nature of LLMs. The rise of sparse expert 
models signifies a shift towards more resource-efficient and interpretable LLM solutions, 

paving the way for their application in a wider range of real-world settings. 

 

7 CONCLUSION 
 
This survey undertakes a comprehensive examination of recent advancements in Large 

Language Models (LLMs), offering a detailed overview of prominent models in both in- 

dustrial and academic domains. A thorough analysis of these LLMs was conducted, and 
attempts were made to compare and evaluate them based on available evidence. It is 

noteworthy that not all solutions yielded publicly available evaluation results. Despite this 
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limitation, the survey endeavors to encompass the latest literature and solutions about LLMs, 
serving as a valuable reference resource for researchers and engineers interested in staying 

abreast of developments in this dynamic field. 
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