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ABSTRACT

In Europe, organised crime, which is increasingly globalised and operates across borders, often involving many nationalities. Organized crime groups often reflect the societies, cultures, and value systems from which they come. Just as societies across Europe are becoming increasingly interconnected and have an international perspective, so too is organised crime connected and active internationally.

Therefore, the fight against this form of crime, both national and cross-border, requires day-to-day operational cooperation, as well as an exchange of information between the law enforcement authorities of the European Member States. To effectively combat crime, police authorities must be able to exchange data in a timely manner. In this way, the EU approved in 2021 a package of reforms, which foster cross-border police cooperation and the new Prüm II Regulation approved by the European Parliament in March 2024 with the aim of promoting security for all in Europe.

This Regulation, which, among other things, provides for the automated exchange of DNA profiles, dactyloscopic data, vehicle registration data, automated exchanges of facial images and police records, should put an end to the information gaps of previous regulatory measures, and thus increase the prevention, detection and investigation of criminal offences in the EU.

However, through an examination of the main provisions of the Regulation, the Author will analyze the most important studies conducted on this issue, both social and legal, which have highlighted the danger of many provisions.

In particular, in this study the Author will demonstrate that, although the security of European citizens is a legitimate and fundamental priority for the Commission, successfully implemented by a series of reforms aimed at fostering cross-border police cooperation including the new Prüm II Regulation, nevertheless the latter fails to produce improvements in terms of the rules of Directive 2016/680, on the protection of personal data with regard to the processing of data by police and criminal justice authorities. In fact, many of its new rules create further serious risks for the fundamental rights of the citizens themselves, with the consequent need for further new regulatory changes.
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1. Introduction: The New European Regulations Against National and Transnational Organized Crime

Since 2000, the United Nations Convention against Transnational Organized Crime has provided an internationally agreed definition of an organized crime group as "a group of three or more persons who have existed for a certain period of time and who act in concert for the purpose of committing crimes for financial or other material benefit". This definition, also adopted in the Council of the EU Framework Decision 2008/841/JHA of 24 October 2008 on the fight against organized crime, continues to reflect the conceptualisation of organised crime by law enforcement authorities around the world. However, this simplistic definition does not consider the complex and flexible nature of modern organized crime networks, which adapt quickly to exploit new victims, evade countermeasures, or identify new criminal opportunities.

In 2005, Belgium, France, Germany, the Netherlands, Spain, Luxembourg and Austria signed the Prüm Treaty to increase coordination measures between police and judicial authorities in the field of judicial investigations and the prevention of terrorism, transnational crime and illegal immigration, with the aim of exchanging data on the DNA and fingerprints of those convicted of criminal offences on the territory of the acceding countries. These kinds of powers, which are not provided for in the Schengen Treaty, expanded both the amount and the type of information that could be exchanged between police forces.

In addition, the agreement provided for a more in-depth exchange of information on suspects, vehicles, and the falsification of documents, as well as the possibility of creating international police teams to patrol border areas. The treaty also dealt with illegal immigration, listing a series of provisions to facilitate the identification and repatriation of people without residence permits, as well as to prevent the phenomenon, cooperating with the countries of origin.

In this way, the signatory States had in practice reciprocal access to the national databases containing the data mentioned above and could carry out searches in an automated manner. When a hit, or correspondence, occurred, the Contracting Member States could obtain the personal information associated with the hit. This system, therefore, moved away from the information tools provided for by the Schengen and Europol Implementing Conventions, based on the mechanism of mediation of the request to a central service to which the national databases are connected, approaching, instead, the innovative approach in the exchange of information between the police and judicial authorities of the Member States, contained in the Hague Programme adopted by the European Council on 4 November 2004.

The Prüm I Treaty was signed in 2005, therefore, before the Lisbon Treaty of 2009, and even before the EU Directive 680/2016, on the protection of natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detection and prosecution of criminal offences falling within the competence of the police or the execution of criminal penalties, as well as the free movement of such data (called the Law Enforcement Directive LED).

Originally, the Prüm framework was based on voluntary participation, while in 2008 the Council on Police and Judicial Cooperation codified an intergovernmental treaty (Prüm Convention, 2005), which allowed Member States to share data bilaterally across borders. However, this too had entered into force before the EU's Lisbon Treaty and, therefore, the original Prüm decisions did not follow the decision-making process, so that the European Parliament's role in examining the Prüm Law was very limited.
Looking at the statistical data of the SOCTA report conducted by Europol in 2017, in particular, it emerged that in Europe every year about 75 million people were victims of crime. On the contrary, already in 2017 more than 5,000 serious organized criminal groups were investigated in Europe, of which 7 out of 10 organized crime groups were active in more than 3 countries and collectively involved more than 180 nationalities.

Thus, not only the existence and activity of transnational crime in Europe was proved, but also the use of new technologies in the modus operandi by organised crime groups (COGs).

through Europol's largest ever collection of data, through strategic agreements with Member States, Europol's operational and strategic partners outside the EU and our institutional partners, as well as operational intelligence data stored in Europol's databases. This forward-looking study found that these criminal activities were more relevant to cybercrime, including encrypted communication, trafficking in human beings, migrant smuggling, drug trafficking and excise fraud.

However, already between 2012 and 2013 the EU had launched a specific four-year programming of an operational and integrated approach to internal security, which presupposed and used different instruments, including external border and police controls, information management and exchange, prevention and the 'external' projection of the Union's internal security, including through public-private partnerships, under the 'European Multidisciplinary Platform against Criminal Threats' (EMPACT).

In 2021 the Council of the Union established ten priority areas for EMPACT 2022-2025, all of which are characterised as a danger to the internal security of the Union.

The implementation of the plan, then, involves four steps, in which the first can be identified in the "European Union Serious and Organised Crime Threat Assessment" (EU SOCTA), carried out by EUROPOL, based on which the Council of the European Union defines the priorities relating to "serious and organised crime" which plays a "key role" in EMPACT. The second step, then, involves the identification of a more limited number of priorities by the Council itself, with the preparation of a multiannual general plan with horizontal strategic objectives. It explicitly involves the use of preventive as well as repressive measures. The third step involves the development and monitoring of operational plans by the Standing Committee on Operational Cooperation on Internal Security (COSI), adopted annually and monitored by it. The last step is an independent evaluation of the effectiveness of the entire plan.

Following the path taken by SOCTA, the Commission in July 2020 presented the "New Security Union Strategy", which includes the adoption of an agenda to tackle organized crime, including human trafficking. The two strategies ("EU Strategy to Tackle Organised Crime 2021-2025" and the "EU Strategy on Combating Trafficking in Human Beings 2021-2025"), then, were adopted in April 2021, which highlight the impressive expansion of illegal online activities brought about by the Covid-19 epidemic.

Examination of these legislative proposals has also revealed the possibility for the Commission to adopt an act of secondary legislation, precisely to structure EMPACT, to guide operational cooperation in preventing and combating organised crime.

Given the effectiveness of EMPACT, in 2021 EU countries made it a permanent tool in the fight against organised crime and serious crime, through four-year cycles, starting with the assessment of criminal threats and the adoption of EU crime-fighting priorities. For each of these priorities, annual operational action plans are developed, implemented and monitored. Finally, an
independent evaluation is carried out at the end of the four-year cycle to assess the implementation and results of EMPACT, as well as to feed into the next cycle\textsuperscript{14}. The system is structured through joint operational actions aimed at identifying criminal networks, their structures and economic models, and involves all Member States, agencies and other EU partners, which work together on a permanent basis in the framework of EMPACT to address major criminal threats.

Through all these tools, 9922 arrests were recorded in Europe in 2022, 4019 victims of human trafficking identified, 3646 migrant smugglers arrested, more than €180 million seized, more than 62 tons of drugs seized, and 9262 investigations opened\textsuperscript{15}. Currently, there are also legislative initiatives by the Council aimed at amending and strengthening the existing minimum standards of the Victims' Rights Directive to ensure that victims of crime receive assistance, have access to information, can seek justice, and obtain compensation\textsuperscript{16}.

However, the excessive fragmentation of European legislation, as well as the coexistence of different bilateral, trilateral and multilateral agreements, together with the cross-border nature of criminal activities, facilitated by the four fundamental freedoms provided for in Title V of the TFEU (Area of Freedom, Security and Justice), risk making all these instruments dangerously dysfunctional\textsuperscript{17}.

Precisely for this reason, in December 2021 the EU approved a package of reforms, called the Police Cooperation Package, which is the expression of a precise and targeted strategy, aimed at strengthening cross-border police cooperation from an operational point of view. In fact, a Council Recommendation was adopted in June 2022 to strengthen operational cross-border police cooperation, which concerns joint patrols and police operations on the territory of another Member State; in May 2023 a Directive on the exchange of information between the police authorities of the Member States for the performance of activities other than those of the prevention and detection of criminal offences, which would remain governed, instead, by the Prüm II regulation, definitively adopted by the European Parliament in March 2024\textsuperscript{18}, and applicable directly by the acceding Member States within a short period of its publication. The new regulation has been adopted in compliance with art. 16(2); 87(2)(a); 88(2) TFEU, and all Member States, including Ireland, participate in it, with the exception of Denmark, which, therefore, "is not bound by it or subject to its application"\textsuperscript{19}.

While the Directive requires each State to introduce its own single point of contact, which should act as a point of contact to ensure the exchange and access to information, on equal terms, by police officers from all Member States, Prüm II has provided for an automated exchange of data for police cooperation. amending Council Decisions 2008/615/JHA and 2008/616/JHA and Regulations (EU) 2018/1726, 2019/817 and 2019/818 of the European Parliament and of the Council.

In fact, Prüm II intends to further support national criminal investigations by adding to the automated exchange of DNA profiles, dactyloscopic data and vehicle registration data, also the automated search of digital facial images stored in national police databases, as well as giving Europol and its databases a strategic role.

On a structural level, the Regulation is divided into chapters and contains, first, the general provisions, indicating the subject, purpose and scope of application, followed by the provisions on automated exchange and consultation, as well as the types of "questions and answers" relating to the specific categories of data provided for by the Regulation. In more detail, these are DNA profiles, dactyloscopic data, vehicle registration data, facial images and extracts from the criminal record.
It also contains common provisions for the establishment of national contact points and the adoption of implementing measures. A central router is provided for and regulated for the exchange of data, and its use is regulated for the purpose of "launching" the various queries. Interoperability between the router and the common identity repository (for access by law enforcement authorities) is regulated, and it is also required, for the purpose of assurance, that a record of all data processing carried out remains.

Moreover, the automated exchange of basic data is limited to what is necessary for the identification of the data subject, while a more extensive exchange of data may be carried out at any further stage and for purposes other than mere identification.

There are provisions both on access by Member States to biometric data stored by Europol and from third countries, and on access by Europol to data stored in Member States’ databases. Subsequently, when subjecting the data processed for the purposes of the Regulation to the provisions of Directive (EU) 2016/680 (LED), the prohibitions on the transfer and provision of data in an automated manner are expressly introduced, vis-à-vis third countries or international organizations. Supervision and auditing are also regulated to ensure adequate compliance with the rules described.

Finally, the last chapter provides for some exceptions in the discipline, certain recognition and information obligations, including the preparation of reports and statistics, the making of notifications as well as transitional provisions. It also lays down the requirements for entry into force, as well as providing for the establishment of a committee and the adoption of a practical manual for the implementation of the Regulation.

To implement the provisions of the new regulation, a central router is also set up to simplify automated exchanges of biometric data, as well as a European Police Register Index System (EPRIS) to enable the automated exchange of police records.

Moreover, after a correspondence between the police of the Member States, confirmed on the biometric data through the exchange of identification data, it is provided that a follow-up within 48 hours is guaranteed.

It is, therefore, a reciprocal and automated exchange of data through a centralized system, to allow an easier, faster and more efficient exchange, thus representing a fundamental tool for law enforcement.

The router-based approach is hybrid, between decentralized and centralized, with no central data storage. Both the Prüm II and EPRIS central routers would serve as a connection point between the routers and the national databases of the Member States.
Therefore, cross-border criminal activities are, in essence, given a supranational response through greater coordination of the action of national police authorities, with the consequence that Security has become the new centre of gravity between the four European fundamental freedoms. At the same time, we have moved from "justice" to "prevention", that is, from the search for a "legality of criminal justice" to a search for a "legality of security", in which procedural transparency between the various European bodies involved does not at all succeed in guaranteeing the other dimension of transparency, namely the technical one, which concerns the structural opacity of algorithms and artificial intelligence.

This finding is also confirmed, for example, by the power to report content "to the online service providers concerned for the purpose of voluntary examination of the compatibility of such content with their terms and conditions", introduced by Regulation (EU) 991/2022 reforming Europol, which, in turn, also seems to presuppose a proactive monitoring activity of Europol, to be carried out, probably, by means of artificial intelligence.

This paper will seek to demonstrate how the Prüm II Regulation, approved by the Council in February 2024, is not aligned with the safeguards provided by the LED, even limiting the protection of personal data and procedural rights, in contradiction with its own legal basis. Even more seriously, the regulation provides for restrictions on the right to the protection of personal data in violation of the principles of proportionality and necessity provided for in art. 8 of the Charter of Fundamental Rights of the European Union and art. 16(2) of the Treaty on the Functioning of the European Union (TFEU), according to which the restriction is lawful only taking into account the objectives of the measure itself and the need to protect rights and freedoms in general.

These profiles have given rise to a heated debate among scholars of social phenomena, to which have also been added case law that demonstrate how the Prüm II Regulation risks not being a fundamental opportunity to solve systemic problems in the cross-border exchange of data by law enforcement authorities.

Finally, the different solutions proposed by the literature will be analysed, the need for further changes to the new regulation, as well as possible future challenges in the field of data protection in the fight against national and cross-border crime.

2. THE ROLE OF EUROPOL


The Europol Regulation aligns Europol with the requirements of the Lisbon Treaty, which entered into force at the end of 2009, as well as increasing its accountability by providing, inter alia, for the scrutiny of Europol's activities by the European Parliament and national parliaments. The new rules have enhanced the Agency's role as an information hub, reforming the methods of exchange with partners, strengthening the role of data management and protection with the creation of a new parliamentary control body, providing both the right of access to personal data,
and mechanisms for opposition and compensation for any unlawful management of the data themselves.

In fact, it is precisely the transnationality of organised crime, also driven by the data disseminated through the network, that has made collaboration between national and European authorities and EU agencies essential, i.e. automation and interconnection in the search for huge amounts of data available, as well as the usefulness in retrieval of information from private operators, which can often be identified in Internet Service Providers. The further progress and advancement of criminal groups, facilitated by the development of artificial intelligence, has made it necessary to use interoperable IT systems, specialized in the automatic control of the identity of non-EU citizens, crossing the external borders: European Border and Coast Guard Agency (FRONTEX), European Union Agency for the Operational Management of Large-Scale IT Systems in the Area of Freedom, Security and Justice (EU-LISA), Schengen Information System (SIS) and European Travel Information and Authorisation System (ETIAS) which, in particular, will be operational from 2025. On the contrary, in June 2022 the new Regulation (EU) 991/2022 was approved with the aim of strengthening the interventions already carried out.

Probably, the reform aims to resolve an interinstitutional tension that has arisen between Europol and the European Data Protection Supervisor (EDPS), so much so that in December 2021 the EDPS signed a decision by which EUROPOL was informed, pursuant to art. 18, paragraph 5 of the current Regulation, to delete within six months of receipt of the decision the data held by it, which had not been submitted to the Data Subjects Categorisation (DSC). In detail, the SDC consists of identifying, within these large databases, suspects, contacts and possible "associates", victims, witnesses and sources of information related to criminal activities.

The new Regulation 991/2022 and, above all, Article 18 thereof, will allow EUROPOL to operate through the processing of large and complex databases of personal data without the classification of data subjects (Data Subject Categorization, DSC) precisely for law enforcement purposes. Therefore, EUROPOL will also be able to process data relating to individuals, who are not related to the activities under investigation, whenever necessary to support the investigation.

On an operational level, in essence, the Regulation grants the Agency, subject to specific conditions, the possibility of also retaining data collected in previous years, for as long as and whenever it is required as an aid to an investigation, although a transitional regime has been put in place for information that has been processed by Europol before the amendments to the Regulation. In this way, the effectiveness of data processing without DSC is practically enhanced, expanding the amount of information to be cross-referenced.

Also very important is the provision that the Agency will be able to receive data, i.e. electronic evidence, directly from those who hold them if they are deemed relevant for investigation purposes. In addition, specific provisions provide for cooperation both for "online crisis situations" and cases of online dissemination of child sexual abuse material. While the former refers to "the dissemination of online content relating to an ongoing or recent real-world event that depicts harm to life or limb or that refers to imminent harm to life or limb and that has the object or effect of seriously intimidating the population, provided that there is a link or reasonable suspicion of a link to terrorism or violent extremism and that is expected to the exponential multiplication and virality of such content across various online services."

In addition, in order to further strengthen individual protection, but also Parliament's scrutiny and the Agency's accountability, Europol is granted the power to request the competent authorities of a Member State, even in the absence of the cross-border dimension of the offence,
in specific cases where it considers it appropriate to initiate a criminal investigation\textsuperscript{35}, to conduct or coordinate it, in case it affects a common interest of the Union\textsuperscript{36}.

Cooperation is also strengthened both internally, and with the EPPO, and externally, by strengthening collaboration with third countries for counter-terrorism purposes and with private individuals to obtain e-evidence. The proposal for a Europol reform ran parallel to the proposal for a reform of the Schengen Information System Regulation\textsuperscript{37}, under which Europol would be able to enter the SIS system data relating to suspected involvement of third-country nationals in an activity in which it is competent. The innovation of Europol's powers, in this way, has in some respects also overcome the impasse of the regulatory package on the order of production and storage of electronic evidence that has been discussed.

For the purposes of this analysis of the problems inherent in the Prüm regime, it should be borne in mind that it is precisely the new regulation that gives Europol a central role.

Europol's participation in the Prüm II regime allows Member States to verify biometric data shared with Europol by third countries, and Europol to verify the same data received from these third countries by comparing them with national databases. This system will facilitate criminal investigations by preventing gaps in crime and terrorism data received from third countries. However, some have also expressed concern that, like SIS, Europol is being used as a hub-like tool for laundering data received in breach of national law, as well as a conduit for harassing political opponents from third countries\textsuperscript{38}.

3. I ROUTER EUROPEAN POLICE RECORD INDEX SYSTEM (EPRIS) E PRÜM II

Europol is also tasked to develop and maintain EPRIS (European Police Record Index System), which forms the technical basis for the exchange of police records\textsuperscript{39}.

Indeed, Prüm II Regulation No 982/2024 provides that to speed up access to data for cross-border cases under criminal investigation, two central routers will have to be created, the Prüm II router and the European Criminal Records Indexing System (EPRIS).

Section 2 of Articles 42 to 46 regulates EPRIS, which is used by Member States and Europol for the automated search of criminal records\textsuperscript{40}.

EPRIS consists of a central infrastructure, including a search tool that allows simultaneous querying of Member States' databases, as well as a secure communication channel between the EPRIS central infrastructure, the Member States and Europol.

For the consultation of criminal records through EPRIS, then, the data relating to the name(s), surname(s) and date of birth are used. However, if available, other data may also be used, such as alias, nationality or nationality, place and country of birth, gender. In addition, almost all the data used for queries is pseudonymised.

Organisationally, the Member States and Europol request a search by submitting such data, while EPRIS sends such a request for a query to the Member States' databases, which initiate a search of their national police records archive in an automated manner and without delay. All matches resulting from the search in each Member State's database are then automatically returned to EPRIS, which then returns them to the requesting Member State.
Subsequently, the requesting Member State decides which matches for which follow-up is required and, accordingly, sends to the requested Member State(s) via Secure Information Exchange Network Application (SIENA) a reasoned follow-up request containing all additional relevant information.

Both Europol and each Member State shall keep records, as well as related data, of all data processing operations in EPRIS carried out by its duly authorised staff.

Such records may only be used for data protection monitoring, including verifying the admissibility of a query and the lawfulness of data processing, and to ensure data security and integrity. In addition, these registers shall be protected by appropriate measures against unauthorised access and deleted one year after they are created.

On the other hand, if they are necessary for monitoring that has already begun, they will be deleted once the monitoring procedures no longer require registrations.

As far as the Prüm router is concerned, it would allow Europol access to databases held by EU countries, and vice versa, to automatically check biometric data from third countries.

Finally, pursuant to Regulation (EU) 2018/1725, the controller of personal data via the router is eu-LISA, while Europol is the controller of personal data through EPRIS. Both will then have to adopt specific security and monitoring measures for the processing of data provided for by the regulation and cooperate in all types of checks set up by the European Data Protection Supervisor, including every four years.

4. WHAT ARE THE CHALLENGES OF PROTECTING PERSONAL DATA IN PRÜM II AND EPRIS?

The data protection system embedded within the citizens’ security system, as provided for by the Prüm II Regulation, adopted by the European Parliament and Council in March 2024, has many critical aspects, which can undermine the protection of data itself.

On the one hand, Prüm II increases the automation of data sharing; adds new categories of data that can be shared, such as facial images, criminal records and driving licence data; standardizes the format in which data can be shared, thus facilitating future integration with other systems; sets new standards on data quality, transfers and other largely technical elements; Finally, it creates a legal basis for searches for missing persons and unidentified human remains.

On the other hand, however, Regulation (EU) 2024/982 does not establish, for example, legal thresholds to limit data sharing, such as the seriousness of the crime, of which, however, Europol only provides a generic definition, without specific details.

An in-depth analysis of the legislative text reveals an intrinsic contradiction of the rules. Indeed, although the Prüm II proposal falls within the scope of the LED, in practice it is difficult to achieve a coherent data protection regime for all EU police and criminal justice measures. It may be difficult, for example, to represent Prüm's specific purpose limitation requirements in the general data protection rules applicable throughout the industry. In particular Article 26 of Council Decision 2008/615/JHA on purpose limitation, which was not deleted by Regulation No 982/2024, distinguishes between two situations. First, the processing of personal data by the receiving Member State is permitted, generally, only for the purposes of the decision or, exceptionally, with the prior consent of the Member States concerned. In practice, it is a
question of preventing crime and maintaining public order and security at major events. Secondly, and more specifically, the processing of data by automated search or comparison of DNA profiles or dactyloscopic data is permitted only in specific circumstances, i.e. to determine whether DNA profiles or dactyloscopic data match; to prepare a police or judicial request for legal assistance if the data match, and to perform logs and recordings. On the contrary, the LED provides for the possibility of processing personal data for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties. It therefore remains very general and does not take into account the specificities of the Prüm regime, in particular as regards the automated nature of the transactions.

It can also be observed that even after the adoption of Regulation (EU) 2024/982, there continue to be several fragmentations between EU Member States in the criteria for the retention and inclusion of forensic database data, in addition to the inclusion and preservation of profiles of children and innocent people in forensic DNA databases. For example, while Sweden only includes personal data in the DNA database if the person has been found guilty of a crime and sentenced for more than two years, the Netherlands adds any person who has committed a crime, except where the penalty consists only of paying a fine. This is just one example of the overall fragmentation of existing national rules, which raises legitimate concerns, as some Member States may process and store personal data, which in principle should not be legally present in their systems. In this complex context, there is also the different data protection regime applicable to Europol, whereby there is a lack of coordination between legal frameworks and regimes, which also calls into question the need for many of the profiles including numerous national databases. From a practical point of view, for example, a person could be included in a database in one Member State participating in Prüm II, and excluded in another, creating a mosaic of names with different protections.

Even the conditions for justifying a search, i.e. a 'query', of a database differ from one Member State to another.

These aspects are not adequately addressed by the Prüm II regime, with the result that persons registered in a police database in a Member State, where there are lower thresholds for inclusion and less effective surveillance mechanisms, will be more likely to be subject to potentially unjustified 'police attention' than persons benefiting from standards. Forsooth, these people will be unfairly subject to the simultaneous increased risk of violations of their rights to due process, to effective remedy, as well as to privacy and data protection.

While the fight against organised crime, both national and cross-border, is undoubtedly a legitimate and important objective, it is also understood that this is achieved in such a way as to prevent arbitrary intrusion into the rights of individuals, as well as to respect the right of individuals both to the presumption of innocence and to a fair trial, in which the admission of evidence in court is guaranteed.

These ethical principles applicable to law, however, are not always respected. In fact, a police report based on data from the European Network Against Racism (ENAR) shows that many law enforcement databases across Europe, containing biographical information, as well as biometric and other sensitive personal data, often have dangerous inaccuracies, biases and examples of potentially illegal profiling, as is also represented by the graph below (Figure 1).
For example, in the Netherlands, people are included in pseudo-criminal biometric databases only for the "crime" of being a foreigner, or they are unduly included in criminal databases without a legal basis and without the possibility of redress or removal. In other European countries, these kinds of databases are used politically for repressive use, such as in Austria, where police added about 640,000 entries to the new facial database in a year, including those of protesters, who are far from the serious criminals for whom the system was intended.

Unfortunately, these are not isolated cases, or computer errors, but the inability to process police data in accordance with the safeguards provided by the LED. This observation is also confirmed by the European Union Agency for Fundamental Rights (FRA) which, in 2021, confirmed that across Europe “Blacks, Asians and Roma are even more likely to be stopped and searched by the police”. In particular, the Agency explained that “persons belonging to ethnic minorities” are more than twice as likely to be questioned for their identity, while they are half as likely to perceive that they have been treated with respect by the police during such stops. It can be observed that these biases and acts of profiling will inevitably be reflected in the data collected and coded in databases, thus consolidating and perpetuating discrimination.

The gravity of these facts is also accentuated by Freedom House, which in 2022 presented the Rule of Law Report, according to which in several EU countries, including France, the Netherlands, Cyprus, Portugal, Poland, Lithuania and Latvia, society would become "less free" between 2020 and 2021, highlighting how many democratic standards have been eroded in several EU countries.

In the current Prüm regime, the European Commission has also observed an initial crisis of the rule of law in Europe, often characterized by racism and control of minorities, the increasing criminalization of political opposition, refugees, migrants, as well as those acting in solidarity with them by providing humanitarian aid, as well as investigative journalists.

In recent years, for example, the European Commission has imposed sanctions on Hungary and Poland because of proceedings finding violations of the rule of law and threats to the
independence of the judiciary. In addition, systemic deficiencies in the functioning of national police databases have been documented across Europe.

The rule of law review mechanism has also been criticised by the European Parliament, as well as by independent evaluations.

Abuses of data processing were also found by Europol when, in both 2020 and 2022, the EDPS admonished the Agency and ordered the deletion of illegally processed and stored data due to systematic deficiencies, which had led to the Agency's own examination of large volumes of data in a way that violated fundamental rights.

Europol's collection of biometric data is also a matter of great concern. Many believe that Member States should adopt, for the protection of individuals, clear rules for the collection and storage of biometric data by authorities, for example, by preventing the indefinite retention of biometric data of persons simply accused of a crime. The need for such measures would also be confirmed by the fact that Europol can receive biometric data from third countries based on rather general criteria, already provided for in the 2022 Europol Regulation, and there is no absolute certainty that these refer only to terrorists, convicted persons, suspected terrorists and other serious criminals.

There are also studies that show that the available data on DNA exchange show a "little usefulness" of the system to obtain information after a confirmed "positive finding" and that, much more seriously, some innocent people have been falsely arrested because of poor quality DNA matches through the Prüm framework.

Moreover, the small amount of data that society is able to analyse does not demonstrate any statistically significant correlation between the number of DNA searches carried out by Member States in 2021, through the Prüm framework, and the number of matches to which those searches led. In particular, the high number of searches carried out in Austria and Germany did not lead to a statistically significant increase in matches, casting doubt on the very premises of Prüm II.

Also, with reference to the processing of data for the identification of missing persons, or the identification of unknown remains, it can be observed that there is no absolute certainty as to whether these can always, in all cases, have links with serious cross-border crimes. The indiscriminate inclusion of 'missing persons and unidentified human remains' (Article 2) in the Prüm II Regulation would therefore lack a specific legal basis, leading to possible abuses and excesses, not least because the EU's SIS II system already allows missing persons to be flagged based on fingerprints and even DNA.

There are many alleged LED violations. From a procedural point of view, for example, the requested Member State does not have the possibility to assess in advance the necessity, or proportionality, of a search, or the accuracy of the data retained, before the publication of the biometric profile. Also, since profiles are always returned in the form of a list of potential matches (1st most likely match, 2nd most likely match, etc.) (Article 37.5), this means that even the sensitive biometric profiles of people who do not match, but are still on the list, will always be automatically shared for the purpose of making a comparison.

Well-founded concerns have also been raised regarding the facial recognition system, due to the significant number of errors recorded in the correct identification of individuals.

In fact, the episodes of racial discrimination inherent in the results guaranteed by these algorithms are well known, which, for example, in the United States have considerably higher margins of
error in the identification of African American subjects rather than Eurasian ones, due not to computational errors, but to cultural and cognitive factors of society.

Therefore, the positions of those who, while waiting for a refinement of facial recognition mechanisms, call for their use to be limited only for the fight against the most serious crimes, the identification of which should be done upstream by the legislator\(^69\), and with a view to a balance between the needs of security and freedom of citizens, seem to be shared.

The criticisms that have already been made so far would entail serious risks for fundamental rights, such as weakening the presumption of innocence, enabling mass surveillance, criminalising migration through expansion to other categories of data, exacerbating trends such as systemic discrimination in the police force, and the wider crisis of the rule of law in Europe\(^70\) as well as reducing the control "that citizens have over law enforcement and creeping police surveillance" \(^71\).

Da una lettura attenta del regolamento Prüm II emerge, poi, che agli Stati membri aderenti non viene previsto un diritto di rifiuto prima dello scambio di dati personali, magari per valutare semplicemente se si tratta di casi realmente individuali e solo in caso di crimi gravi, ma solamente il diritto di accesso alle giustificazioni per il trattamento dei dati (articolo 33) \(^72\).

In contrast to the above, authoritative opinions have expressed themselves in favour of the new regulation, arguing that it is precisely the automated exchange of data for police cooperation that will make it possible to combat both organised crime and terrorism effectively and on a daily basis, despite these concerns, because national law enforcement agencies will be able to know more efficiently and quickly whether other Member States or Europol have data related to an ongoing criminal investigation\(^73\), always limited to the prevention, detection or investigation of criminal offences. Prüm's framework has proved instrumental in solving many crimes in Europe\(^74\), such as in the Italian case of the murder of Yara Gambirasio in which judicial investigations were based almost exclusively on DNA profiles; this legislation will be greatly improved by adding facial images of the faces of suspects and criminals already convicted by the police, as well as data centralization. In addition, in accordance with the fundamental freedoms, a specific rectification procedure is provided for in the event of inaccurate data, and for the immediate deletion of the data at the end of the automated response to the consultations, unless further processing is required for registration in accordance with Article 51 of the Regulation. In particular, the new Prüm II Regulation will close previous information gaps and promote security for all in Europe also through the involvement of Europol and searches on vehicle registration data using criminals' identity data\(^75\).

In conclusion, however, even if those assertions were to be accepted, it remains to be observed that the Prüm II Regulation allows for the perpetual automated search of all unidentified DNA profiles in relation to all other DNA profiles in the framework. It is, therefore, an automated mass search, which inverts and violates the principle of the presumption of innocence, as well as being disproportionate, by configuring forms of mass biometric surveillance\(^76\), which also include facial images subjected to specific technical processing, like Bentham's Panoptic.

5. CONCLUSIONS AND POSSIBLE FUTURE DEVELOPMENTS

The Prüm II regime, analyzed above, tends to emphasize security measures, which treat individuals as potential criminals, rather than addressing the underlying causes of crime and prioritizing less intrusive alternatives. Moreover, this is taking place within a very fragmented regulatory system on the protection of data for individuals, which will make it more difficult for data subjects to defend their rights.
Whereas the Court of Justice has already ruled, in the well-known Tele2 Sverige case of 2016, in relation to the disproportionate nature of the general and indiscriminate retention of traffic and location data, has clearly distinguished between the processing of data for the purpose of preventing serious crimes and the prevention of minor crimes or the efficient management of non-criminal proceedings, it can be expected that the inclusion of facial images, as well as a low threshold for offences in the Prüm II rules, will increase legal disputes in court in the near future.

These existing challenges and fragmentation will be further exacerbated, with the adoption of Prüm II and the Artificial Intelligence Act. New specific legal frameworks on data protection will add to the complex patchwork of legal instruments that already exist, making it even more complicated for data subjects to defend their rights.

However, there can also be no doubt that the coordinated combination of the Prüm II legal system, the EPRIS platform and the recent approval of the European Artificial Intelligence Regulation will strengthen the police's ability to find missing and unidentified persons in the EU, as well as to identify unidentified human remains quickly and consistently.

In fact, the prediction is of paramount importance, especially considering that more than 300,000 people disappear every year in Europe, according to data from 18 EU countries, of which only a small proportion (1-4%) of these cases are linked to criminal activities.

In particular, the data collected show that since 2018 almost 17 migrant children have disappeared in Europe every day. We must not forget that the European Court of Human Rights has established the primary obligation of law enforcement agencies to protect life itself.

In conclusion, without the necessary substantive revisions, the Prüm II Regulation could be annulled by the CJEU, jeopardizing its stated objective of fighting crime in compliance with EU law.
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