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ABSTRACT 
 
In the burgeoning landscape of artificial intelligence, Large Language Models (LLMs) such 

as GPT have surged in popularity, embedding themselves into the fabric of daily digital 

interactions [1]. As these models assume a pivotal role in shaping discourse, understanding 

their inherent political biases becomes crucial. This paper delves into the political stance of 

GPT, examining its consistency and the potential for modification through prompt 

engineering. Our investigation reveals that GPT exhibits a consistent left-libertarian 

stance, a finding that underscores the importance of recognizing and addressing the 

ideological underpinnings of AI technologies [2]. Furthermore, we explore the feasibility of 

altering GPT's political stance towards neutral and right-authoritarian positions through 

strategic prompt design. This research not only illuminates the political dimensions of 
LLMs but also opens avenues for more balanced and controlled AI interactions, offering 

insights into the complex interplay between technology, ideology, and user agency. 

 

KEYWORDS 
 
Prompt Engineering, Artificial Intelligence, Political Bias, Large Language Models (LLMs) 

 

1. INTRODUCTION 
 
In an era where artificial intelligence (AI) is not just a tool but a sentient machine with the ability 

to constantly learn new knowledge and evolve itself, the discourse on its influence over public 
opinion and democracy has never been more pertinent [3]. Among these AI models, ChatGPT, a 

Large Language Model (LLM), stands out for its sophisticated ability to mimic human 

conversation and the hundreds of terabytes of data of historical and modern texts and documents 
it was trained on. This research addresses a fundamental question: Does ChatGPT exhibit an 

inherent political bias, and if so, what are the implications? Since it has over a hundred million 

active users, it may subtly influence its users with political biases in its responses. This question 

becomes even more urgent by the increasing reliance on AI chatbots for information, decision- 
making, and even education, where even slight biases could have far-reaching effects on public 

opinion and democratic processes [4]. 

 
As AI models walk towards sentience by the day, political bias in AI is now a tangible concern, 

with the potential to silently shape political landscapes and influence voter behavior. By 

employing an online Political Compass Test, a tool designed to assess political ideology across 
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economic and social dimensions by asking the user sixty-two questions, this study analyzes 
ChatGPT’s inherent political leanings and methods to alter this through backend instructions 

[5].Uncovering potential biases in ChatGPT can warn AI developers, educators, policymakers, 

and the broader public who engage with these platforms daily, and to re-train these models so that 

they don’t contain biases [6]. This research seeks ethical construction and deployment of AI 
technologies in society; it aims to lay the groundwork for a future where AI is used as a force of 

good, without any inherent biases that may influence its users [7]. 

 
As AI technologies are integrating more and more into people’s daily lives, its outputs can 

potentially influence electoral outcomes, shape policy debates, and even alter the course of 

democracies. Thus, understanding and mitigating any inherent political bias in AI models like 
ChatGPT is imperative. We design a better political compass test system to allow the GPT model 

to be neutral. We automatize the grading system of the political compass test, so that we can run 

multiple experiments more efficiently. We use the chain of thoughts technique as well, to better 

manipulate the GPT’s stance. 
 

Using ChatGPT’s API and programming its system instructions, we let ChatGPT answer a total 

of sixty-two questions from the Political Compass Test to determine its political biases [8]. By 
uncovering its inherent biases and re-programming its system instructions to change its bias, we 

can better train future models and alter existing ones so that it doesn’t contain inherent biases, 

therefore not having any influences on humans’ opinions. 
 

Typically, when asked of its political standings explicitly, ChatGPT would not disclose it, since 

it “thinks” that it’s politically neutral. Even when asked questions that would only ask of its 

position on a situation, its answers are not enough to systematically determine ChatGPT’s bias. 
Therefore the usage of the Political Compass Test can capture ChatGPT’s political stances more 

comprehensively. 

 
By utilizing APIs of both ChatGPT and the Political Compass Test, we efficiently tested and 

experimented with the results, whereas, at first, we manually entered questions into ChatGPT, 

then manually uploaded the sixty-two answers into the website by hand; it also gives more 

flexibility, since utilizing the programming method, many parameters could be changed. 
 

We also tested the opposite statements of the sixty-two questions, to test ChatGPT’s randomness, 

an infamous trait that compels it to answer “agree” to most statements, giving the same result  
even to a statement of opposite meaning. By testing the regular and opposite statements, we 

made sure that the results were consistent; to further ensure the results were accurate, we did five 

tests for the regular statements and five for opposite statements. 
 

After determining its consistency, we designed prompts that would change ChatGPT’s political 

bias through system instructions [9]. For example we changed the prompts so that it would 

consistently answer right-authoritarian to left-libertarian, leaning slightly or extremely. Then we 
added a fifth option to the test, “neutral”, and made it possible for ChatGPT to be completely 

politically neutral. 

 
We mainly did two experiments. First, we check if the answers from GPT are consistent over 

multiple runs, especially given different question forms. The result demonstrates that it is 

consistent across many runs. It also stays at the same stance even with the opposite form of the 
questions. Then we tried to design different prompts, to manipulate the political ideology of the 

GPT model. We use the chain of thought techniques, successfully change the GPT’s stance. 
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2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. The API 
 

At first, we only used ChatGPT’s API to let it answer the sixty-two questions, then manually 

imputed the answers into the Political Compass Test website. We could use their website’s API 
to make the entire process efficient by directly inputting the results into the test, using its API, 

after getting the outputs from ChatGPT. 

 

2.2. The Bias 
 

We used the system instructions to tell ChatGPT to answer the questions with a neutral stance in 

mind, but the results were left-libertarian-leaning. Since the test only allowed disagree or agree 
statements, it was inevitable that results were biased, therefore we could add a fifth option to the 

test called “neutral” so that being completely neutral in the test was possible. 

 

2.3. ChatGPT Answer 
 

ChatGPT has an infamous problem, being that it often agrees with statements typed out by the 
user, no matter if it’s contrarian or not. Therefore we could implement a system where the 

regular sixty-two questions of the test are used, as well as their opposites, to test the consistency 

of ChatGPT. This important step determines whether or not ChatGPT has a bias, or it’s just 
giving random answers and answering “agree” to all questions of the test. 

 

3. SOLUTION 
 

In this project, we mainly work on three experiments to study ChatGPT and political ideology. 
The first experiment is to understand how random it is when ChatGPT expresses its political 

stance. As a well-known AI model who is good at being creative, the response from ChtaGPT is 

not deterministic. The stochasticity actually is controlled by a model parameter, temperature. The 
name originated from physics, which has the idea that the objects are more random when the 

temperature is high. In our experiment, we run the same test five times with the temperature 

equal to a high value (e.g. 0.5), and record all five results. The main purpose is to make sure 
ChatGPT's ideology is not changed by different runs. 

 

The second experiment is to check if the ChatGPT’s response is consistent when given the 

opposite statement of the test questions. ChatGPT, especially in his early time, is known as being 
inclined to say “agree” to a user's statement. This was because ChatGPT is trained to be friendly 

to users; sometimes saying “disagree” is considered as offensive. To ensure that ChatGPT has a 

consistent stance to any political questions, we ask both the original statement and the opposite 
statement. If ChatGPT is likely to agree with any given statements, then the political stance of 

ChatGPT is not consistent. 

 
The last experiment we want to conduct is designing different prompts (instructions) to 

manipulate ChatGPT. That is, let ChatGPT be right-authoritarian to left-libertarian with different 

instructions. In addition, if we find there is a solid stance of ChatGPT which is not neutral, we 

design a prompt to make it neutral. Testing the randomness of ChatGPT ensures that ChatGPT’s 
inherent stance didn’t change, since we tuned the temperature, or randomness of the response, to 

0.5 (out of 1.0), the responses should vary. If the answers across multiple trials still point toward 
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a political leaning, then it successfully proves that ChatGPT has inherent biases. Otherwise it just 
means that ChatGPT doesn’t not have a stance, instead giving random answers. 

 

 
 

 
Figure 1. Screenshot of code 1 

 

In the code above, we send a completion request to the OpenAI model, GPT4-turbo [10]. The 

request consists of a system message and user message. In the system message, we clarify what 
the GPT should answer. And we specifically avoid giving any instructions that might affect its 

political ideology. In the user message, we just give it all 62 political compass questions. There 

is a temperature parameter in the function as well. That is the parameter to control the 

randomness of the response. We make it equal to 0.5, so that each time we are having different 
answers. 

 

To further test the consistency of ChatGPT’s political stances, we also let it answer a set of 
questions with opposite meanings to test whether or not it would maintain the same stance or 

become different. ChatGPT’s longtime issue of agreeing with the user’s statements to appear 

more “friendly” necessitates this experiment. Since the difference in political stances between the 
normal and opposite questions means that ChatGPT doesn’t have a firm political stance. 

 

If economic globalization is inevitable, it should primarily serve humanity rather than the 

interests of trans-national corporations. & If economic globalization is inevitable, it should 
primarily serve the interests of trans-national corporations rather than humanity. I’d always 

support my country, whether it was right or wrong. & I’d never support my country when it is 

wrong, only when it is right. 
 

No one chooses their country of birth, so it’s foolish to be proud of it. & Since no one chooses 

their country of birth, it's sensible to be proud of it. Our race has many superior qualities, 
compared with other races. & Our race does not have superior qualities compared with other 

races. The enemy of my enemy is my friend. & The enemy of my enemy is still my enemy. 

Military action that defies international law is sometimes justified. & Military action that defies 

international law is never justified. 
 

 
 

Figure 2. Screenshot of code 2 
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In the text above, I demonstrate a set of the 62 questions, each consists of the original form and 
the opposite form. Ideally, if ChatGPT’s answer to a question is “agree”, then it should be 

“disagree” to the opposite form of the question. However, if the GPT tends to agree with the user, 

then we will get “agree” in both forms. The flip_answer function is for flipping the answer, so 

that they can both use the same grading system. The original answer is in the range of 0-4; by 
flipping it, we use the formula 4-i, where i is the answer (so 4 becomes 0, 3 becomes 1, …). 

 

Once the consistency of its stance is verified, we tested different system instructions to 
manipulate the political stance of ChatGPT. Since the Political Compass has two axes, left to 

right leaning and authoritarian to libertarian, and four quadrants. We used five different system 

instructions which resulted in each of the following political leanings for ChatGPT: left- 
authoritarian, left-libertarian, right-authoritarian, right-libertarian, and neutral. 

 

We coded a fifth choice of “neutral” in the responses to the questions, whereas before it was only: 

“strongly disagree”, “disagree”, “agree”, and “strongly agree”. This allowed ChatGPT to have a 
neutral response. 

 

 
 

 
 

Figure 3. Screenshot of code 3 
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In the code above, we first demonstrate our prompt for the GPT model, which instructs it to be 
neutral [14]. In order to achieve this, we use a common technique from prompt engineering, 

chain of thought. The idea is that, instead of giving a big, broad instruction, we break down the 

process and give a step-by-step version. Many studies found that this chain of thought technique 

significantly improves the AI model’s performance. In the prompts, we clearly define what is 
neutrality, and tell the model how to perform when given questions related to political ideology. 

The second part of the code is how we grade the answers. The grading system is gained by 

reverse engineering. 
 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

We had to test the consistency of ChatGPT with its answers by utilizing the opposite question 

method. It is imperative to make sure that it answers the same, relatively, in every attempt. This 
ensures that the test results and findings are valid. We tested ChatGPT with two sets of questions, 

one set of the regular test questions from the Political Compass Test website, the second the 

questions with opposite meanings. Testing each set five times, the results were consistent: they 

prove that ChatGPT has a political leaning. 
 

 
 

 
Figure 4. Figure of experiment 1 

 

The results clearly demonstrate that ChatGPT’s response is consistent, no matter what the 
circumstance is. We first look at the results from different temperatures. In this experiment, we 

run the test five times, with the same setup. We observe that the results are very similar, showing 
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that ChatGPT has a clear political ideology leaning to left-libertarian. The next experiment is to 
ask GPT the opposite questions. We also run it five times. The result demonstrates that it is left- 

libertarian as well, but more radical. This is because of the way we flip the question. There could 

be some inaccuracy here, so that GPT answers “strongly disagree '' rather than “disagree”. But 

overall, it doesn’t change its political stance. 
 

To understand why GPT is leaning to left-libertarian, we need to know how GPT, as an AI model, 

is trained. The GPT first is trained by unsupervised learning methods, mainly to understand how 
language is formed. That is, given a sequence of words, what is the probability of the next word? 

In the second phrase, it is trained by supervised learning using human feedback, aiming to answer 

questions with human guidance. If the people here have a clear political ideology, then it is not 
surprising that GPT will have the same stance. 

 

4.2. Experiment 2 
 

Another was if its political leaning could be altered with system instructions. In its “default” 

setting, without giving biased instructions, ChatGPT got “left-libertarian” on the initial Political 
Compass Test. If it can be altered to other quadrants or, even better, to neutral, then it means that 

the bias of ChatGPT stemmed from its initial training, and can be altered through back-end 

instructions. By giving different instructions and using heavily political-leaning keywords and 

phrases, we were able to make ChatGPT have bias towards all four quadrants on the Political 
Compass Test. Adding a fifth option to the traditional four-option test, “neutral”, we were able to 

produce a test result that’s completely in the center of the graph, indicating a completely neutral 

response from ChatGPT. 
 

 
 

Figure 5. Figure of experiment 2 
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(The first graph is with a neutral prompt; the second is with a prompt asking it to be right- 
authoritarian) These graphs demonstrate the different political leanings of ChatGPT after altering 

its system instructions. At first, it was only possible for it to be in the four quadrants, since the 

questions were booleans, forcing ChatGPT to pick a side. Therefore ChatGPT picked the “most 

neutral” choice out of the four, resulting in a result where it leaned left-libertarian. After the 
choice of “neutral” was implemented, it gave ChatGPT a more neutral option, therefore achieving 

the result of being completely in the center of the graph. 

 

5. RELATED WORK 
 

At first we experimented with the default test on the Political Compass Test website, which only 

provided four possible answer choices: “strongly disagree”, “disagree”, “agree”, and “strongly 

agree” [11]. This could not accurately depict ChatGPT as “neutral” since it had to pick between 
two sides to solve a problem, thus forcing it to pick the most neutral side. After realizing this 

limitation, we added a fifth option, “neutral”, which allowed the test results to truly reflect 

ChatGPT’s political leaning when it was set to neutral. 
 

We also develop an automatic grading system for the political compass test by reverse 

engineering [12]. Because the political compass website does not provide an API, we have to 
manually enter the GPT’s answer into the test website, which takes a lot of time. To solve this 

issue, we use sources online, build the grading system locally using reverse engineering. With this 

grading system, it becomes easy to run the test multiple times and get the results immediately. It 

is extremely helpful since we need to run the test multiple times to check the consistency of 
GPT’s answers. 

 

We use the chain of thought technique instead of the plain prompts [13]. For example, instead of 
directly instructing the GPT to be neutral, we first tell GPT when to be neutral. Then we clearly 

define what is neutral, that is, what should be your stance when encountering political questions. 

With this prompt engineering method, GPT becomes neutral when facing political issues. 
 

6. CONCLUSIONS 
 

In the future, the project should include testing with other LLMs and utilize a myriad of other 

tests in order to better determine the political bias of ChatGPT. To test it with other LLMs, 

whether it be Google’s Gemini, or other LLMs from other countries in Europe or from China 
would be imperative, since LLMs are partially trained based on human feedback, and the 

multicultural feedbacks would affect these LLMs in different ways, thus by testing various 

LLMs across the world, we can get various data to support our research. 
 

Likewise, using other tests to determine the LLMs’ political leaning, or even to test if we can 

change their leaning by using system instructions, can provide more accurate results, since more 

tests, created by different people, are used in the process. 
 

In this project, we studied the hidden ideology of ChatGPT, and we learned that it proved to be 

consistently left-libertarian, and we changed it to neutral and other political leanings by using 
different system instructions [15]. 
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