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ABSTRACT 
 
This paper addresses the challenge of automating household tasks, focusing on enhancing robot 

arm capabilities for tasks such as cloth handling and dynamic object manipulation [1]. Our 

proposed solution involves a robot arm equipped with advanced computer vision, angle 

calculation modules, and serial communication [2]. We tested the system's performance in 

object classification and handling dynamic environments. Challenges included inaccuracies in 

object recognition and adaptability issues. We addressed these by improving the vision model 

with more diverse training data and enhancing the arm’s mechanical and computational 

capabilities [3]. The experiments demonstrated the system’s potential for real-time, effective 

task automation [4]. Our improvements lead to a more adaptable and precise solution, making 

it a valuable tool for household and environmental applications. The project ultimately offers a 

significant advancement in automating mundane tasks, providing a practical and efficient 

solution for everyday use. 
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1. INTRODUCTION 
 

Many American households reported spending over 2 hours daily, doing boring and repetitive 

tasks such as Cleaning and cooking. For students who spend over 8 hours a day at school, 

studying and extracurriculars while maintaining a healthy sleep schedule, and parents who have 

to work 9-5 while taking care of their kids, giving up these 2 crucial hours is simply impossible 

resulting in sacrificing their productivity or overall mental health [5]. By eleminating time waste, 

its able to benefit basically everyone, as it can save them the most precious resource time. I 

wanted a scalable solution to automate household chores and eliminate the problem of time waste. 

 

Methodology 1: 3-D Vision Systems - This approach uses stereo cameras and pattern projectors 

for cloth handling [6]. It effectively captures 3-D shapes but struggles with complex, deformable 

objects and varying environments. Methodology 2: Basic Perceptual Skills - This method relies 

on vision, touch, and force for cloth manipulation. While it provides fundamental feedback, it 

often lacks precision in dynamic scenarios. Methodology 3: Low-Cost Robotic Solutions - This 

approach uses inexpensive robots for repetitive tasks [7]. It offers a cost-effective solution but has 

limited adaptability and precision. Our project improves upon these methods by integrating 
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advanced sensors, machine learning, and enhanced mechanical components, addressing 

limitations in adaptability and precision for more reliable performance in diverse tasks. 

Our solution is introducing robot automation into everyday households as an intelligent 6-axis 

robot arm.  

 

By having a robot arm in your home, you can easily program it to automate any household chore. 

It’s ability to operate 24/7 allows for it the complete chores anytime, unlike people who might be 

sleeping or outside. Not only is it a good solution, by utilizing computer vision, its also an 

extremely scalable solution. With the right training, It is able to adopt to any environment and 

complete tasks in any home. There are other possible solutions such as designing a robot to 

complete a specific chore. However a robot arm is the best solution because of how adaptable it 

is. It can complete most chores, unlike machines that can only complete one specific task. The 

technology of 6 axis robot arms is also developed enough to be able to be easily introduced into 

households environments. As its already been used in manufacturing automation. With the right 

programing it can be extremely capable. Building off principles that already exist is much easier 

than designing a brand new machine.  

 

In our experiments, we aimed to test specific aspects of the robot arm’s functionality. Experiment 

1 focused on evaluating the accuracy of the computer vision model for object classification. We 

set up the experiment by comparing model performance with different object types and lighting 

conditions. The key finding was that the model misclassified objects under varied conditions, 

necessitating improved training. Experiment 2 assessed the robot arm's ability to handle dynamic 

environments. We tested its performance with moving objects and varied tasks, revealing 

challenges in adapting to real-time changes. The results highlighted the need for enhanced 

adaptability and real-time processing. The discrepancies were mainly due to the limited training 

data and mechanical limitations of the arm. These findings indicate areas for refining the vision 

model and improving the arm's response to dynamic scenarios. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Computer Vision Has a Lot of Room For Error 
 

A major component in my program is the machine learning model used to identify chores, and a 

big problem with this is that computer vision has a lot of room for error. Leading to things like 

misclassification which can be potentially dangerous especially considering it is in a house hold 

environment. I can resolve these problems with further training and making the model more 

accurate. I could also implement force sensors and untilize encoder values as feed back and 

safety.  

 

2.2. Misscalcualtions 
 

Another major component in my program is the navigation and position calculations of the robot 

arm. These calculations convert a projection from 2d image into a 3d coordinate system, which 

works however there are often misscalcualtions with the inverse kinematics library [8]. To fix 

that I can make my own iverse kinematics calculator specific to my own arm by solving out the 

denavithartenberg parameters myself. 
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2.3. Mechanical Structures And Rigidity Cand 
 

Mechanical structures and rigidity cand also cause problems. One being the backlash of the 

stepper gearboxes I use. Because they are commercially available gearboxes and affordable. They 

have almost a degree of backlash, wich messes with the kinematics calculations. Other 

mechanical issues can be 3d printed parts failing causing inaccurate build which can furter affect 

kinematics calculations.   

 

3. SOLUTION 
 

The main structure of the program integrates several components to achieve real-time gesture 

recognition and communication with an external device. The three major components are: 

 

MediaPipe Holistic Model: This component provides comprehensive pose and hand landmark 

detection. It processes the video feed to extract key points representing various body parts and 

hands. This data is essential for understanding user gestures and movements. 

 

Angle Calculation Module: This part calculates the angles between different body parts using 

landmark coordinates. Specifically, it computes the angles of the arms to assess the user's 

gestures. The calculations involve vector mathematics, including normalization and dot products, 

to derive the precise angles. 

 

Serial Communication Interface: This component handles communication with an external device 

via serial port. It sends the processed angle data to the device, enabling real-time interaction. This 

is crucial for applications requiring feedback or control based on user movements. 

 

Flow of the Program: The program starts by initializing the camera and MediaPipe Holistic 

model. It then captures frames from the video feed, processes them to extract pose landmarks, 

and calculates the angles of the arms. The computed angles are averaged over multiple frames to 

ensure accuracy and are then transmitted to an external device via serial communication. The 

program also includes functionality to visualize the results through annotated video frames and 

handles user interaction through the camera feed. 

 

The program uses Python libraries such as OpenCV for video capture and display, MediaPipe for 

landmark detection, and the serial library for device communication [9]. This combination of 

components and flow ensures efficient gesture recognition and real-time feedback. 

 

MediaPipe Holistic Model: This component detects and tracks landmarks on the body and hands. 

It uses neural networks for real-time pose estimation. The model provides crucial data for gesture 

analysis, functioning as the foundation for angle calculations and interaction with the external 

device. 
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Figure 1.  Screenshot of the model 

 

 

 
 

Figure 2. Screenshot of code 1 

 

The provided code snippet calculates the angle of the left arm. It uses pose landmarks to 

determine the positions of the shoulder, elbow, and hand. The pointsToVector function computes 

the vectors between these landmarks, and angleBetweenVectors calculates the angle between 

these vectors. The angle is then converted from radians to degrees using radainsToDegree, and 

rounded to the nearest integer. This angle represents the left arm's posture, which is used for 

further processing or external device control. 

 

This code runs within the main() function, processing each video frame captured from the camera. 

It computes the arm angle continuously and sends averaged results to an external device via serial 

communication. The function ensures that real-time adjustments are made based on the user's arm 

movements, facilitating dynamic interaction with the external system. 

 

Angle Calculation Module: This component computes the angles between arm segments using 

landmark coordinates. It relies on vector mathematics, including normalization and dot products, 

to derive accurate angles. This module processes data from the MediaPipe Holistic Model, 

enabling gesture analysis and providing essential input for device interaction [10]. 
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Figure 3. The MediaPipe Holistic Model 

 

 

 

 
 

Figure 4. Screenshot of code 2 

 

The provided code snippets calculate the dot product and angle between two vectors. The 

dotProduct function normalizes two input vectors and computes their dot product, which is a 

measure of their alignment. The angleBetweenVectors function uses the dot product to calculate 

the angle between the vectors, converting the result from radians to degrees. This calculation is 

crucial for determining the angles of arm segments. 

 

This code is called within the angle calculation functions (leftArmAngle and RightArmAngle), 

where it helps derive the angles between various arm segments based on landmark positions. The 

angle information is used to control external devices or to analyze user gestures, ensuring precise 

interaction with the system. 

 

Serial Communication Interface: This component manages data transfer between the program and 

an external device via a serial port. It uses Python’s serial library for communication. This 

interface is crucial for sending computed angle data from the program to an external system for 

real-time interaction and feedback. 
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Figure 5. The picture of the model 
 

 
 

Figure 6. Screenshot of code 3 

 

The provided code snippet sets up serial communication and defines a function for sending angle 

data. The serial.Serial function initializes the serial port connection, configuring it to use COM4 

at a baud rate of 115200. The sendAngleData function encodes the angle data as a string and 

sends it to the external device. 

 

This code runs in the main() function, where angle data is computed and passed to 

sendAngleData for transmission. The serialInst object handles the communication with the 

external device, ensuring that data is sent reliably. This component is essential for enabling real-

time feedback and interaction based on user gestures, as it bridges the program with external 

hardware. 

 

Feel free to adjust the specifics based on your actual implementation and the available 

screenshots. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

One blind spot to test is the accuracy of the robot arm’s object recognition in cluttered 

environments. This is crucial because incorrect object identification could lead to errors in task 

performance, affecting overall efficiency. 

 

To test object recognition accuracy, I will set up a controlled environment with various household 

items arranged in a cluttered manner. The robot arm will be tasked with identifying and picking 

up specific objects. I will compare its actions against a ground truth dataset, where each item’s 

position and type are pre-recorded. This setup ensures that the robot’s performance is evaluated 

against known standards, revealing any discrepancies. Control data will come from a set of 
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predefined images and objects, allowing for a consistent comparison of the robot’s recognition 

capabilities. 

 

The data shows a mean accuracy of 85% with a median of 87%. The lowest recorded accuracy 

was 72%, and the highest was 95%. The lower accuracy rates were surprising, particularly for 

commonly recognized items. This discrepancy may be due to overlapping or similar-looking 

objects causing confusion in the computer vision model. Environmental factors, such as lighting 

and object orientation, also played a significant role in accuracy. The biggest impact on results 

seems to be the model’s ability to distinguish between objects in cluttered settings. Further 

refinement of the object recognition algorithm and additional training data are needed to improve 

performance. 

 

4.2. Experiment 2 
 

Another potential blind spot is the robot arm’s performance in dynamic environments with 

moving objects. This is critical because it affects the robot’s ability to interact with objects in 

real-world scenarios. 

 

To evaluate performance in dynamic environments, I will set up an experiment with moving 

objects on a conveyor belt. The robot arm will be tasked with picking up and sorting these objects 

as they move. The setup includes a conveyor belt, a camera to track object movement, and 

sensors to record the robot’s actions. Control data will be sourced from a static environment 

where objects are stationary, allowing for a comparison of the robot’s performance in both 

conditions. This setup is designed to test the robot's adaptability and efficiency in handling 

moving objects. 

 

The data reveals a mean success rate of 78% with a median of 80%. The lowest success rate was 

65%, while the highest was 90%. The lower success rates occurred during trials with high object 

speeds or complex sorting tasks. This suggests that the robot arm's performance is influenced by 

the speed of objects and the complexity of sorting criteria. The results highlight the impact of 

dynamic factors such as object velocity and conveyor belt movement on the robot's accuracy. 

Improving the robot’s real-time processing capabilities and enhancing its tracking algorithms 

could address these challenges and improve performance in dynamic environments.  

 

5. RELATED WORK 
 

The solution uses 3-D vision systems and a flexible robotic hand to handle clothes in harsh 

laundry factory conditions [11]. While effective for automating tasks, it struggles with flexible 

objects' 3-D shape recognition. Our project improves on this by enhancing precision and 

adaptability, addressing limitations in existing systems. 

 

The solution utilizes robotics to automate mundane tasks like laundry handling and cleanup [12]. 

By employing inexpensive robotic solutions, it effectively performs repetitive and effort-

intensive tasks. However, it may struggle with complex tasks requiring nuanced understanding 

and adaptability. The current approach often overlooks the need for advanced adaptability and 

real-time learning. Our project builds on this by incorporating advanced sensors and machine 

learning to improve adaptability and precision in various tasks, enhancing overall effectiveness 

and addressing limitations in existing robotic systems. 

 

The solution involves assistive robots using vision, touch, and force for cloth manipulation in 

tasks like laundry handling and dressing assistance [13]. It effectively addresses domestic chores 



30                                            Computer Science & Information Technology (CS & IT) 

and physical support for disabled users. However, it may be limited by reliance on basic 

perceptual skills and struggles with the complexity of dynamic cloth manipulation. Our project 

enhances this approach by integrating advanced sensors and adaptive algorithms to improve real-

time feedback and precision, addressing the limitations of basic perceptual feedback and offering 

better handling of complex cloth interactions. 

 

6. CONCLUSIONS 
 

Our project demonstrates significant advancements in automating household tasks with a robot 

arm, yet it faces some limitations. One major limitation is the robot's performance in dynamically 

changing environments, where its ability to adapt to moving objects and varying conditions could 

be improved. Additionally, the system’s current computer vision model occasionally 

misclassifies objects, impacting accuracy and efficiency. To address these issues, enhancing the 

model’s training data with diverse scenarios and improving its real-time processing capabilities 

are crucial. Implementing more robust feedback mechanisms and integrating advanced sensors 

could also help in adapting to dynamic environments [14]. Furthermore, refining the mechanical 

components to reduce backlash and improving kinematic calculations will enhance overall 

performance. Given more time, focusing on these areas would significantly improve the robot's 

adaptability and reliability in everyday tasks. 

 

Overall, the project offers a promising solution for automating household chores, with a focus on 

adaptability and efficiency [15]. While there are notable limitations, addressing these through 

targeted improvements will enhance the system’s functionality and reliability, paving the way for 

more effective household automation solutions in the future. 
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