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ABSTRACT 
 
The technology currently used to monitor school buses and allow for effective 

communication within them is outdated and does not reflect the technological advances 
we’ve made as a society. Specifically, it was very common nowadays for parents to be 

uninformed about the status of their child on a school bus, and the student to be 

unaccounted for by the driver [2]. To solve this problem, this paper proposes the AI Smart 

Route mobile application as a solution. The app utilizes facial mesh recognition in order to 

take attendance and keep track of students getting on and off buses. This allows driver, 

school, and parents to be informed of whether a student is on the bus. The major 

technologies used to develop the AI Smart Route mobile include but are not limited too the 

Flutter framework for the mobile app development, Mediapipe for the facial mesh 

recognition, and AWS for the back end server hosting [3].To ensure the mobile application 

worked as intended, experiments were performed to ensure proper function. The AI Smart 

Route mobile app is an effective application that surpasses the current methods of taking 

bus attendance and keeping everyone involved informed of who is on the school bus.  

 

KEYWORDS 
 
AI , Facial Recognition, App, School Bus 

 

1. INTRODUCTION 
 
The problem identified in this research paper, the issue of an undocumented system of students 

coming on and off the bus, is one of importance as it affects the mindfulness of parents as well as 

the efficiency and reliability of the public school bus system. Bus drivers often feel overwhelmed 
with the amount of kids they are responsible for. Additionally, it has always been a concern for 

parents that send their kids to school on the bus of where the children currently are, as they have 

no sure way of knowing if they got on the bus and made it to school. Most families nowadays 

prefer not to send their kids on the bus, and prefer to drive their kids to school themselves, as they 
worry it is unsafe for their children[1]. Parents not wanting to send their kids to school on the bus 

is likely due to the uninformed nature of the school bus system; currently, the school bus system 

is designed to keep parents in the know. On top of all of this, given the nature of young students, 
keeping track of where they are at and if they are ok is one of society’s top priorities [4]. As such, 

the need for a system to keep track of students attending school is very apparent. Overall, 

providing an assistance app for bus drivers to keep track of all of the students on the bus gives 
them peace of mind; and keeps parents informed and children on the bus documented and safe. 
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Additionally, this paper also includes evaluations of other methodologies of solving the same 

problem as identified within this paper. The methodologies evaluated include the industry 

standard Walkie-Talkies, the Bus Attendance mobile application, and the SBAS suite. When 

taking a look at Walkie-Talkies, it is apparent that there are quite a few issues with their use in 
keeping track of students and keeping everyone informed, as their range is limited and all 

communication is done through word of mouth. The Bus attendance app, while solving some of 

the issues of Walkie-Talkies, like better ability to keep track of individuals on the bus, doesn’t 
provide a medium of communication with anyone outside of the bus. Lastly, the School Bus 

Attendance System seeked to solve all of these issues, however, didn’t provide an effective and 

quick way to check students in for their attendance [5]. The AI Smart Route mobile application 
seeks to solve all of these issues prevalent in other methodologies by providing a quick and easy 

attendance taking system that uses student facial mesh to check in their attendance, and a mobile 

app that informs parents their child is on the bus. 

 
The solution proposed in this paper to solve the issues identified in the public school bus system 

above is the AI Smart Route mobile application [6]. The AI Smart Route application remedies the 

common overwhelmedness that Bus Driver’s usually face, as it includes an interface to take 
pictures of the student’s entering the bus and logs their attendance using facial recognition AI. 

Once the student has had their picture taken and their attendance is logged, the parent is able to 

go into the app and see that their student has been logged in, giving the parents the peace of mind 
that their student is safely on the bus. Going further, the location and attendance of the student are 

kept track of the entire bus ride, keeping the student safe and giving the parents information they 

should have as right. The AI Smart Route App is an effective solution because it provides 

detailed information to all parties involved and keeps track of students effectively [7]. Compared 
to the alternative actively in use, walkie talkie radio comms to communicate with a headquarters 

of what student is getting on the bus, the AI Smart Route app is superior as it provides a list of 

students that should be on the bus and an easy way to log students attendance that doesn’t involve 
interaction with a radio. Additionally, the AI Smart Route app keeps parents informed of their 

student’s attendance which was not a practice employed previously. Overall, the AI Smart Route 

app is a more effective solution than previous methods of bus attendance, as it is more detailed 

and informative. 
 

Within this paper, two differing experiments were conducted to evaluate the efficacy of the AI 

Smart Route mobile application. The experiments were designed to test the time efficiency of the 
back end server as well as the effectiveness of the facial mesh detection of the employed AI 

model. The first experiment, designed to test the average time for a request to the back end server 

to be processed and returned to the user, found that the average response time was around 3.14 
seconds. This data was not necessarily surprising, as that is around the average time it takes for a 

normal back end server. However, the second experiment designed to test the capabilities of the 

facial mesh detection of the mediapipe library found that the facial meshes could be detected up 

to a 7 foot distance. This exceeded our expectations, as we originally predicted it would only 
work up to a distance of around 4 feet. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 
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2.1. How to Perform a Valid HTTPs Request 
 

One of the major components of the AI Smart Route application is the uploadFileToServer 

background function that serves the purpose of receiving the user inputted image and uploading 
the file to the back-end server [8]. The first challenge we encountered during development was 

how to perform a valid https request considering the back-end server does not have a registered 

ssl certificate. To remedy this issue, we created a custom http client within the application that 
skips the ssl validation step during the http transaction. This solution works, and is not a security 

concern as the http requests are only performed to our registered back-end server.  

 

2.2. The Facial Recognition Backend Server 
 

Another major component that we encountered some challenges with was the facial recognition 
backend server which was written in Python and hosted on an AWS EC2 server instance [9]. The 

original Python library we used, face-recognition, proved to be too resource intensive for the 

AWS EC2 server, and as a result we needed to switch to a new library. Our solution, the 

mediapipe library, does functionally the same tasks, however, mediapipe performs all of its 
image processing tasks through the Google api. Meaning, all of the image processing is done off-

site, greatly decreasing the backend resource consumption of the server.  

 

2.3. The User Interface Pages 
 

The last major component that we encountered some challenges with was the user interface pages 
within the mobile application. What we found difficult was less any one page, and more so 

adapting and learning how Flutter as a framework is used. However, there was one page, the 

busPage.dart, that we found particularly difficult due to the fact that there are a lot of moving 
parts in the page, including a lot of user visible widget design as well as backend functions for 

both the camera functionality as well as the back-end server connection functionality. We 

especially found Flutter’s diverse and abundant collection of widgets to be overwhelming, and 
had difficulty navigating the implementation of each widget.    

 

3. SOLUTION 
 

The encompassing structure for the AI Smart Route mobile application consists of three major 
components: the file upload to server functionality, the facial recognition back-end server, and 

the Flutter frontend mobile app design. Upon opening the app, the user is greeted by a splash 

screen that quickly moves into a menu screen. On the menu screen the user is given three 
possible directions they can follow in the shape of three image buttons. The first option, the 

Driver Page intended for the bus driver themselves, contains a list of all students that are on the 

drivers route as well as their attendance status and address [10]. The second option, the Parent 

Page meant for the parents, contains a list of all students present on the bus as well as their 
attendance status. Lastly, the Bus Page is a page in which the bus driver or students can upload 

and submit images of their faces to count for their attendance for the day. The image the students 

or bus driver upload are sent to the backend server, where the image is processed and matched to 
each of the saved student facial meshes saved in the database. If a matching facial mesh is found, 

that student’s attendance is marked as present and can be seen in either of the other two pages for 

the day. Once the image has been uploaded, the student is good to go and marked present on the 

bus.  
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Figure 1. Overview of the solution 

 

The first component previously mentioned, the ability to upload the file to the server, which takes 

the shape as the uploadFileToServer function, serves the purpose of taking the user inputted 
image and uploading it to the server so the facial mesh may be identified and analyzed. The file is 

sent over the internet using the Http protocol, with which it uses a custom client. 

 

 
 

Figure 2.  Screenshot of the function 
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Figure 3. Screenshot of code 1 

 

The first few steps within the uploadFileToServer function involve declaring the endpoint http 

address of the back end server, as well as initializing the headers. After this configuration and a 
check to see if the image has been selected by the user, the request is initialized by creating a 

MultipartRequest Post request and the headers and file are added to it. After the request has been 

created, it is then sent to the backend server and the response variable is created to store the 

response from the server. After the response is received and the statuscode is received, an if 
statement is used to check and handle the responses. If the response code is 200, the result from 

the back end server is taken out of the JSON it was sent in and the state of the page is updated. 

However, if the status code is returned as 500, an alert notification is created and the user is 
encouraged to try again and make sure they include a picture of their face. 

 

The back end server for the AI Smart Route mobile application performs the majority of the apps 
intended functionality in that it manages the facial mesh detection of the images, the comparison 

of these meshes with its local database of meshes, and accesses the Firebase database to mark 

student present based on these comparisons. The most prominent technology utilized within the 

backend server is the mediapipe library, as it is the facial mesh detection engine.  
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Figure 4. Screenshot of code 2 

 

For the hosting of the back end server, we decided to utilize one of Amazon’s AWS EC2 

instances to host a flask server. The main reason for utilizing an EC2 instance over something 
like a free Render.com instance, is because most other services don’t allow file operations on 

their servers, however, AWS does. In the image above, the first steps are initializing the Flask 

app using Talisman to force HTTPS on the server [14]. After the server is initialized, the root and 

/analyze routes are created. In the analyze route, the image is first grabbed from the request and 
saved locally on the server. After the image is saved locally, it is sent to the detectFace function 

where the facial mesh of the image is found and then compared to the facial meshes of those in 

the dataset of students that should be on the bus. If no facial mesh is found, an error is returned. 
However, if a mesh is found matching, the detectFace function uses a separate function to update 

the Firebase database with the student’s attendance. After that update is made, the response is 

then sent back to the client that their attendance was taken. 
 

The third and final major component within the AI Smart Route mobile app is the user interface 

design using the Flutter framework. The approach to designing the UI had a heavy focus on 

keeping things simple, as the user base is going to have a wide range of ages.   
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Figure 5. Screenshot of the bus function 

 

 
 

Figure 6. Screenshot of code 3 

 
The image depicted above is the Dart code utilizing the Flutter framework for creating the home 

page the user first sees upon opening the AI Smart Route mobile app. The HomePage class 

inherits from the StatelessWidget class, which is essentially a Flutter defined template for 
creating any widget, however, most of the time it is pages. What the widget actually looks like on 

the screen is defined in the overridden build method. In the build method, a main Scaffold is 

created, which creates the basic structure for the page. Inside the Scaffold, the body is centered 

and a Column is created to start the stacking of items. Inside the Column, the three visible 
ElevatedButtons are created to act as the different pathways the user can use to navigate the app.  
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

One major component that we suspect of potentially being a weak spot within the application is 
the AI facial recognition back end server. We are specifically worried about how efficient it is 

and how much time it takes for a user to receive a response back. 

 
To get an idea of how long it typically will take the user to receive a response from the back end 

server, we will conduct an experiment to find the average response time. For this experiment, one 

team member will make multiple submissions to the back end server with a valid facial mesh in 

the image, and another team member will record the time it takes after the previous team member 
submits for the response to get back. Eight of these submissions will be performed with a 

different image each time to ensure that a fair average is found. 

 

 
 

Figure 7. Figure of experiment 1 

 

After conducting the experiment, it is quite noticeable that our concerns for the amount of time 

spent by the back end server we’re nothing to worry about. The back end server proved to handle 
the requests in a time efficient manner and were able to get the responses back to the client at an 

average of 3.14 seconds. The highest value during the experiment took around 4.21 seconds, 

whereas the quickest was a response back from the server in 2.38 seconds. We believe that the 
data we recorded demonstrates the effectiveness of the redesigns we did on the back end server, 

as the mediapipe library has proven to be quicker that utilizing a local model on the server. As far 

as the research team’s expectations went, this server did neither exceed or not exceed 

expectations. Rather, it worked as expected. 
 

4.2. Experiment 2 
 

As the intended environment that this application is meant to be used in is one of a generally fast 

paced system of students getting on a bus and the bus driver getting them all to school, the ease 

of use and effective identification of facial meshes is critical for the application to be used 
effectively. To ensure the app properly identifies facial meshes in a timely fashion, we will test 

how prominent a facial mesh must be in an image for it to be found. 
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To evaluate and test to see how practical taking an image and finding a facial mesh is for a bus 
driver to do while taking the attendance of the students, we will design an experiment to see how 

distance and image conditions affect the identification of a facial mesh. We will start by taking a 

picture of a team member at a distance of 2 feet away from their face, take a new picture every 

added foot away from their face until we get to 10 feet from the user. This will allow us to see 
how far away the bus driver can take a picture of a student and still identify and find their facial 

mesh. 

 

 
 

Figure 8. Figure of experiment 2 

 

Throughout the experiment process, we found that the success rate as the distance from the 
camera increased was a lot higher than we expected. As the distance increased, the facial mesh 

recognition proved to be effective at distances 7 feet or closer. This quite surprised us, as we 

originally expected the functional distance for the facial mesh to be recognized would be around 
4 feet or closer, which is quite a noticeable distance from 7 feet. We believe that the reason facial 

meshes were able to be detected at this range is because of two main reasons: the camera quality 

and lighting as well as the effectiveness of the mediapipe library. The device we performed the 

experiment with, an Iphone X, has a camera with a decent quality, which we believe to have 
impacted our results plus the quality lighting in the room we performed the experiment in. 

Additionally, it is important to note that the mediapipe library is quite developed and very 

effective.  
 

5. RELATED WORK 
 

The most common current form of communication used by bus drivers today to communicate 

with the school district about student’s attendance is the use of Walkie-Talkies [11]. The obvious 
potential issues of the use of Walkie-Talkies are countless and range from communication issues 

to distance gaps causing cutouts. The AI Smart Route mobile application remedies these issues 

by providing an easy way for bus drivers to take attendance and attendance to be taken and stored 
in a database. With AI Smart Route, the common issues of Walkie-Talkies are no longer present. 

Bus Attendance is a mobile application designed for bus drivers to be able to mark attendance for 

passengers as they come onto the bus [12]. However, Bus Attendance does not have any external 

resources such as a back end server or database that enables real time updates with the school 
district or parents on students’ attendance. Additionally, the Bus Attendance mobile application 

requires the bus driver to manually log each student's attendance, whereas the AI Smart Route 

app only requires an image of the student’s face. 
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SBAS is a complete bus attendance system available for schools to purchase as a package which 
includes an administrative panel, a mobile app for parents to download, custom hardware for 

buses to install, and fail safe systems to ensure all students are accounted for and parents stay 

informed [13]. The most prominent issue we found when analyzing the SBAS system was how 

students were checked in. Students' attendance is logged by the bus driver using RFID school ID 
cards or manually inputted by the bus driver. If a student forgets their id, the process takes much 

longer compared to our system. As the AI Smart Route mobile app relies on facial meshes to take 

attendance, it doesn’t require any extra hardware and is more efficient.  
 

6. CONCLUSIONS 
 

After the development and experimentation phases of the project we completed, we found that 

the biggest area that the application could see some work done would be the AI Smart Route 
mobile app front end. The mobile app’s current condition enables any user to be able to open the 

app and submit an image through the bus driver portal [15]. On top of that, it also enables the 

user to check the status of any bus and what students are on it. This is obviously an issue that 
needs to be resolved in the future, and to do so we would employ the use of a user database that 

controls access permissions. Depending on who signs in, a student, parent, or bus driver, they 

would only have access to their respective pages and only see information relevant to their titles. 
Alongside these renovations, we would also like to improve the front end design of the app, and 

make them a bit more user friendly.  

 

To conclude, the AI Smart Route mobile application, despite its flaws previously mentioned, 
remains an effective solution to common bus communication issues that plague the current public 

school bus system. Throughout the development process, the development team has learned all of 

what can potentially go into designing a mobile application, and the experience has proven to be 
quite valuable.  
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