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Abstract. Large language models (LLMs) are increasingly utilized to assist in scientific and
academic writing, helping authors enhance the coherence of their articles. Previous studies have
highlighted stereotypes and biases present in LLM outputs, emphasizing the need to evaluate these
models for their alignment with human narrative styles and potential gender biases. In this study,
we assess the alignment of three prominent LLMs—Claude 3 Opus, Mistral Al Large, and Gemini
1.5 Flash—by analyzing their performance on benchmark text-generation tasks for scientific ab-
stracts. We employ the Linguistic Inquiry and Word Count (LIWC) framework to extract lexical,
psychological, and social features from the generated texts. Our findings indicate that, while these
models generally produce text closely resembling human-authored content, variations in stylistic
features suggest significant gender biases. This research highlights the importance of developing
LLMs that maintain a diversity of writing styles to promote inclusivity in academic discourse.
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1 Introduction

Large Language Models (LLMs) have gained popularity in recent years for their
performance on benchmark natural language processing (NLP) tasks including, but
not limited to, text summarization, text generation, and question answering. LLMs
have the ability to generate texts (stories) that are grammatically correct, and co-
herent and keep the readers engaged. It is likely that in the near future LLMs will
be adopted as assistants for many writing tasks such as rewriting and improving
the language of text (e.g. student essays, newspaper article, book writing). Scien-
tific texts like abstracts, proposals, and journal publications use scientific jargon.
However, due to the technical nature of scientific publications, to our knowledge,
there are no full-text scientific articles that have been written by LLMs yet. In this
paper we have proposed an evaluation framework that reflects the traits of LLM
written text for scientific literature.
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Although scientific papers are aimed at conveying a technique, research solution,
or a research proposal, every author has a writing style. This writing style has an
impact on their readership. In theoretical psychology, there are well-established
frameworks that quantify a piece of writing by various features. These features are
what can be called the ”personality” of the text.

Like all texts, scientific texts have a personality and scientific authorship is
male-dominated [1]. It has been established that male authors have a higher read-
ership and citation count as well [2]. There are two aspects to this bias in research
communities [3] - 1. the established stereotype that males are better researchers
than females, and 2. the writing style of males (informative) is appreciated over the
writing style of female researchers (descriptive) [4,5].

Research communities have made efforts to reduce the gender gaps between
males and females. This is reflected in the appointment of female faculty, promotion
of male-female collaborations as well as high-prestige institutions hiring female
researchers as project leads that have improved the representation of females in
academia and improved the reach of female research [6]. It is therefore crucial to
ensure that LLMs used for scientific writing do not create, or exacerbate, a gender
bias based on the writing style.
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Fig. 1. Flowchart illustrating the comparison of LIWC features in scientific abstracts written by
humans and rewritten by LLMs to assess personality alignment. This framework is adapted for
male vs female comparison as well.

In this paper, we have focused on the following research questions:

1. When prompted to re-write a piece of scientific text, do LLMs maintain the
narrative style of the text, implying that it maintains the author’s personality?

2. Do LLMs alleviate or undermine the personality traits of a scientific text? Do
they accentuate positive traits and diminish negative traits?
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2 Related Work

The manner in which a narrative is constructed can significantly influence the
impact and dissemination of scientific literature, with varying styles potentially af-
fecting the learning process of readers [7,8]. Gender differences in writing styles
have been observed, with female authors often adopting a more intimate and en-
gaged tone, while male authors tend to employ a more directive and informational
approach [9]. These stylistic disparities can inadvertently contribute to gender and
prestige biases within the research community, potentially impacting the visibility
and reception of similar research findings [10,11]. However, it is crucial to prioritize
the value and outcomes of research above stylistic preferences, fostering an inclusive
appreciation for the diversity of writing styles in academic and scientific discourse.

In the realm of computational linguistics, the analysis of language goes beyond
mere comprehension, delving into the intricate features that underpin it. This quan-
tification of language has found diverse applications, including the identification of
authors’ genders, detection of underlying psychological issues, and recognition of
hate speech, among others [12-14]. Established frameworks in linguistics and psy-
chology [15-17] have been instrumental in text analysis, providing tools to examine
the narrative style of a text from a lexical, psychological and social perspective.
Research in this field posits that the these characteristics of a text serve as a mir-
ror to the author’s thought processes and personality traits [18,19]. Consequently,
a comprehensive understanding of an author’s personality can be gleaned from a
thorough analysis of their writings. This approach offers a panoramic view of the
author’s persona, further enriching the field of text analysis.

Previous studies have demonstrated that language styles can be associated with
the author’s gender [20,21]. Research has extensively examined the directive style is
typically used by males and the involved style is often employed by females [22]. The
writing style of the authors can help identify the authors of anonymized texts [23].
Studied have also demonstrated that not only can we identify the author from gthe
text but we can also identify the psychological state of the author given his/her
article [24]. Quantifying the narrative style of a text provides a framework for
exploring gender differences in language use within STEM fields and the research
community. Although research output should be valued regardless of writing style,
directive writing tends to receive more citations due to its conciseness, which allows
readers to grasp the content without extensive analysis [25].

Large language models (LLMs) are extensively utilized in text generation tasks,
as discussed in Section 1. There have been instances where LLMs reflect stereo-
types, leading to gender bias in various societal contexts [26]. However, studies
have shown that with the use of efficient prompts, the personality traits of LLMs,
such as extroversion and neuroticism, can be effectively tuned [27]. Understanding
the linguistic markers of LLM-generated text which reflect the lexical and psycho-
logical personality traits is an active and ongoing area of research.
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To understand the extent to which LLMs induce gender bias in generated text,
we conducted a correlation analysis comparing lexical, psychological, and social
features computed by LIWC [15] of scientific abstracts re-generated by LLMs with
those of human-written abstracts. Our study further includes an examination of dif-
ferences between human-written and LLM-generated scientific abstracts to identify
and quantify the gender gaps in these features.

3 Methodology

In this section, we present the methodology and framework of our research (Figure
1). We provide a detailed discussion of the data used for analysis, the large language
models (LLMs) employed for text regeneration, and the prompts provided to these
LLMs. Additionally, we describe the framework utilized to compute the lexical and
psychological traits of the text. Finally, we explain our approach to quantifying the
alignment between human and LLM-generated text features.

Table 1. Distribution of Genders in Scientific Abstracts from the CORE Dataset

Gender Count
Female 418
Male 946
Mixed-Gender 2026

3.1 Data

For the analysis presented in this paper, we focused exclusively on scientific ab-
stracts rather than full-text articles. We selected a subset of 3,390 abstracts from
the CORE dataset [28]. Although the dataset includes author details, it does not
provide gender information. To address this, we used the Python library, gender-
extractor, to assign genders to the authors®. Table 1 shows the distribution of
publications among male-only, female-only, and mixed-gender authors.

Given that many publications have both male and female authors, for the anal-
ysis of male vs. female personality alignment, we considered only publications au-
thored solely by males or solely by females (n=1,364). However, to evaluate the
overall alignment between human and LLM-generated abstracts, we utilized the
entire dataset.

3.2 Large Language Models

The use of large language models (LLMs) has become increasingly prevalent in
various natural language processing tasks. In this study, we are using LLMs to

* https://pypi.org/project/gender-extractor/
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rewrite scientific abstracts of authors. For regenerating the text of human-written

scientific abstracts, we utilized three prominent LLMs: Claude 3 Opus®, Mistral
AT Large [29], and Gemini 1.5 Flash [30]. These models were selected due to their
popularity and high performance on benchmark text-generation tasks including
but not limited to question answering, mathematical reasoning, diagram under-
standing. Their performance on these benchmarks not only surpasses traditional
machine learning algorithms but also stands on par with each other, showcasing
their advanced capabilities in generating coherent and contextually accurate text.

In this study, we employ large language models (LLMs) to regenerate scientific
abstracts. It is crucial to use LLMs that produce text that is consistent, concise, and
factually accurate. Therefore, we selected LLMs that meet these criteria [31-33].

The following prompt was consistently employed across all three LLMs with
default parameters for regeneration of scientific abstracts in zero-shot setting:

”Given the scientific abstract, imagine yourself to be an author and
researcher, and rewrite this abstract. The abstract is : [content of the
abstract]”

3.3 Linguistic Inquiry and Word Count (LIWC)

Linguistic Inquiry and Word Count LIWC [15] is a text analysis framework com-
prising thousands of dictionaries. The software quantifies the lexical, psychological,
and social features of a text based on these dictionaries. In this study, we utilized
the LIWC-22 [34] dictionary for research and analysis. Given our focus on scientific
writing, we employed LIWC features pertinent to this domain; for instance, the
curse feature is not relevant for quantifying scientific abstracts.

This study analyzes the Linguistic Inquiry and Word Count (LIWC) features
of scientific abstracts authored by humans and those rewritten by language mod-
els. We focus on five comprehensive LIWC-22 dictionaries: cognitive processes, af-
fect (tone and emotion features), social processes, motives, and cultural features.
Our analysis concentrates on features pertinent to the narration of scientific texts,
emphasizing specific, narrow categories of LIWC features. The targeted features
for this research include: Segment, WC, Analytic, Clout, Tone, affiliation, achieve,
power, insight, cause, discrep, tentat, certitude, differ, tone_pos, tone_neg, emotion,
emo_pos, emo_neg, emo_anx, emo_anger, emo_sad, prosocial, polite, conflict, moral,
comm, politic, ethnicity, tech, reward, risk, curiosity, and allure.

3.4 Comparison Between Human-Written and LLM-Generated
Scientific Abstracts

Our objective is to determine the alignment between human and LLM-generated
texts by comparing various features. We conduct two primary statistical analyses:

® https://www.anthropic.com/news/claude-3-family
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Correlation Analysis: We use the Pearson correlation coefficient to compare
human-written abstracts with those generated by three different LLMs: Claude
3 Opus, Gemini 1.5 Flash, and Mistral Al Large. Specifically, we calculate the
correlations for each LLM to see how closely their generated texts match human-
authored texts. This helps us evaluate the similarities in word choice, psychological
elements, and social features between human and LLM-generated abstracts. By
doing this, we can determine how well these LLMs mimic human personality traits
in their scientific abstracts.

T-Test Analysis: We use t-tests to compare the average features of the following
scientific abstracts:

— Abstracts written by women vs. abstracts written by men (Human Female vs.
Human Male).

— Abstracts generated by LLMs for female authors vs. those for male authors (Al
Female vs. AT Male).

We perform these analyses for all three LLMs. The results are presented in the
next section.

4 Results

In this section, we detail how the lexical, psychological, and social features of LLM-
rewritten scientific abstracts, obtained from LIWC, differ from those written by
humans. We explore these differences in two key aspects: humans vs. LLMs, which
examines the alignment of LLM personality traits with human personality traits,
and males vs. females, which investigates whether the narrative style of LLMs
reflects any gender bias.

4.1 Humans vs LLMs: Correlation Analysis

To assess the alignment of LIWC features between human-generated and LLM-
generated scientific abstracts, we computed Pearson correlation coeflicients across
all pairs of features. Our focus, however, lies specifically on the diagonal elements of
this correlation matrix. In simpler terms, a positive coeflicient of diagonal elements
indicates that humans and LLMs express features in a similar way, reflecting similar
personality traits. In contrast, a negative coefficient suggests that humans and
LLMs express these traits differently, indicating dissimilar personality traits.
Table 2 presents Pearson correlation coefficients for LIWC features comparing
human-generated texts with those produced by all LLMs. It is important to note
that all correlations are statistically significant (p_value < 0.05)) demonstrated by
heatmap in figure 3. The lexical feature WC' (word count) shows a weaker positive
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Table 2. Pearson correlation for humans vs LLMs

LIWC Category LIWC Abbrev. Claude Gemini Mistral

Segment Segment NaN NaN NaN
Word Count WC 035 0.80 0.86
Analytical thinking Analytic  0.33 049  0.37
Clout Clout 0.73 0.80 0.77
Tone Tone 0.75 0.75 0.72
Affiliation affiliation  0.60 0.73  0.71
Achievement achieve  0.65 0.65 0.66
Power power  0.81 0.81 0.80
Insight insight  0.81 0.81 0.82
Causation cause 0.70 0.75  0.70
Discrepancy discrep  0.22 0.22 0.22
Tentative tentat  0.58 0.71 0.60
Certitude certitude  0.51 0.43 048
Differentiation differ 0.66 0.75 0.73
Positive tone tone_pos  0.68 0.69 0.66
Negative tone toneneg 0.80 0.80 0.76
Emotion emotion  0.51 0.55 0.55
Positive emotion emo_pos  0.48 0.56 0.54
Negative emotion emomneg 0.72 073 0.63
Anxiety emo.anx 0.86 0.88  0.88
Anger emo.anger 0.75 0.76  0.72
Sadness emosad 053 0.52 0.31
Prosocial behavior prosocial  0.82 0.79 0.80
Politeness polite 0.64 0.64 0.63
Interpersonal conflict conflict 0.82 0.79 0.78
Moralization moral 0.70 0.64  0.59
Communication comm  0.65 0.61 0.66
Politics politic  0.85 0.88 0.85
Ethnicity ethnicity  0.86 0.92 0.91
Technology tech 086 091 0.89
Reward reward  0.66 0.66 0.66
Risk risk  0.85 0.85 0.84
Curiosity curiosity 0.74  0.79  0.80

Allure allure  0.63 0.62 0.62
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Fig. 2. Heatmap representing the pearson correlation coefficient of LIWC features between humans
and LLMs - Claude, Gemini, Mistral (left to right)

correlation (0.35) for Claude Opus compared to Gemini and Mistral (refer to Ta-
ble 2) We observed a significant positive correlation among the diagonal elements.
However, we found minimal to no correlation between other pairs of features. Specif-
ically, the diagonal elements prominently exhibit a strong positive correlation (see
Figure 2).

Cognitive Personality Traits - Across cognitive features in Table 2, there is
a generally higher positive correlation, indicating alignment between LLMs and
humans. Notably, the feature ”certitude,” reflecting confidence in text, particularly
lacks strength in Gemini, suggesting that scientific abstracts generated by LLMs
may not convey certitude similarly to human-authored text.

Tone and Emotion Related Traits - tone_pos and tone_neg reflecting the tone
of the text exhibit strong positive correlations between humans and all three LLMs.
However, features related to emotions relevant to scientific writing (emotion and
emo_pos) show positive correlations but not as pronounced.

Social Processes Personality Traits - Analysis of social process features such as
'prosocial’, 'polite’, ’conflict’, 'moral’, and ’comm’ reveals consistently high positive
correlation coefficients across all three LLMs. Claude Opus particularly stands out
with the highest values, indicating its texts closely mirror human social processes.

Motive Personality Traits reflected by ‘reward’, 'risk’, ’curiosity’, and ’allure’
demonstrate high positive correlations between LLM generated and human-written
abstracts, suggesting precise capture and reflection of textual motives by LLMs.
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Culture Traits reflected by LIWC features - ’politic’, ’ethnicity’, and "tech’- ex-
hibit higher correlations between humans and LLMs, indicating accurate reflection
of document categories in regenerated texts.

claude gemimi mistral
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Fig. 3. Heatmap representing the significance (p_value) of pearson correlation coefficient of LIWC
features between humans and LLMs - Claude, Gemini, Mistral (left to right)

Our findings demonstrate a strong positive correlation between LIWC features
in human-written and LLM-generated scientific abstracts across all three LLM mod-
els. This suggests that LLMs effectively capture the lexical characteristics, psycho-
logical traits, and social dynamics observed in human-authored texts.

4.2 Gender Bias: Two Sample t-test

We conducted a two-sample t-test to compare the LIWC features between male and
female authors. Among the 35 features analyzed, 15 features showed a statistically
significant t-statistic value (p-value < 0.05). Table 3 presents the t-statistic values
for scientific abstracts written by humans, as well as those generated by Claude,
Gemini, and Mistral. In the table, the significant values are in bold and italic for
clarity.

Lexical Features - Among the lexical features, WC' (word count) and tone are
statistically significant. On average, female authors use 5.86 times more words than
male authors, a pattern that is also observed in the LLM-generated texts, as shown
in table 3. Additionally, male authors tend to have a more positive tone in their ab-
stracts compared to female authors, approximately 4 times more. Although LLMs
reflect this same trend, it is noteworthy that the difference is less pronounced,
especially for Claude. This highlights an important observation: while LLMs gen-
erally follow the authors’ personality traits in lexical features, they can sometimes
underestimate or overestimate these features.
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Table 3. t-test statistics for Males vs Females

LIWC Category

LIWC Abbrev. Human Claude Gemini Mistral

Segment

Word Count
Analytical thinking
Clout

Tone

Affiliation
Achievement
Power

Insight
Causation
Discrepancy
Tentative
Certitude
Differentiation
Positive tone
Negative tone
Emotion

Positive emotion
Negative emotion
Anxiety

Anger

Sadness
Prosocial behavior
Politeness
Interpersonal conflict
Moralization
Communication
Politics

Ethnicity
Technology
Reward

Risk

Curiosity

Allure

Segment
WC
Analytic
Clout
Tone
affiliation
achieve
power
insight
cause
discrep
tentat
certitude
differ
tone_pos
tone_neg
emotion
emo_pos
emo_neg
emo_anx
emo_anger
emo_sad
prosocial
polite
conflict
moral
comm
politic
ethnicity
tech
reward
risk
curiosity
allure

NaN NaN NaN
-5.86 -4.66 -6.13
-1.13 -1.63 -1.74
-0.71 -1.86 -1.69
3.93 1.77  2.37

0.19 -0.71 -0.57
-0.78 -3.22 -2.15
-0.42 0.75 -0.51
-6.7, -6.66 -7.64
-2.27 -0.51 -1.56
-0.35 -0.33 -3.01
-0.31 0.23 1.67
-0.01 -0.54 -1.66
-3.20 -2.17 -3.11
3.88 2.21 2.04
-1.25  -1.12  -0.77
3.33 5.8 3.73
3.82 6.20 4.71

0.96 1.30 1.40
-0.08 -0.01 0.22
-0.31 0.27 0.36

1.07  0.27 0.67
3.15 3.00 2.96
5.70 3.70 4.10
-1.95 -2.53 -2.58
-1.63 -0.92 0.11

1.08 -1.42 -0.84
-0.60 -0.85 -1.26

0.37 -0.51 0.28

1.66 0.85 0.93
-1.84 -1.73 -.12
2.61 2.10 1.94

1.06 38.75 2.60
-1.77  -0.48 -0.9

NaN
-6.31
-1.22
-1.44
2.43
1.57
-2.67
-0.27
-6.98
-1.38
0.73
0.86
-1.90
-1.59
2.01
-0.7
5.05
5.64
1.01
0.12
-0.61
0.79
1.57
2.82
-2.00
-0.14
-1.52
-1.45
-0.13
1.54
-1.46
1.93
2.66
-0.3
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Fig. 4. t-statistic values of statistically significant features ("Tone’, ’achieve’, ’cause’, ’emotion’,
’emo_pos’,’polite’,’curiosity’) which reflects gender gaps between human and LLM texts.

Cognitive Personality Traits - Statistically significant connitive processes are
reflected by insight, cause, and differ LIWC features. The scientific abstracts show
that female authors use approximately seven times more insightful words such as
"know,” ”think,” and ”feel” compared to male authors. This pattern is also reflected
in the LLM-generated texts, with similar values (table 3). For the feature differ, the
difference in writing style between males and females is consistent across all LLMs
except Mistral, where the t-statistic is not significant. Interestingly, for the feature
cause (causation), the difference between male and female narration is significant,
with females using more causation-centric terms. However, this trend is not followed
by any of the LLMs. Although not a drastic difference, but LLMs do introduce bias
in terms of using causation-centric words that is found approximately twice more
in females than males.

Tone and Emotion Related Traits are significantly represented by three LIWC
features: tone_pos, emotion, and emo_pos (p < 0.05). These features, out of the eight
selected, were the only ones to show statistical significance. They reflect the positive
tone and emotional content present in the text. Interestingly, both human authors
and large language models (LLMs) consistently indicated that texts authored by
males exhibited at least three times more positivity than those authored by females
(Table 1). However, it is noteworthy that the LLMs, specifically Claude and Mistral,
tended to overestimate the emotional content and positivity in texts authored by
males. This overestimation could potentially amplify the perceived gender disparity
between male and female authors in the field.

Social Processes Personality Traits - The categories prosocial, polite, and con-
flict are statistically significant. Notably, while the difference in narration style be-



12 Computer Science & Information Technology (CS & IT)

tween males and females regarding conflict is non-significant, it becomes significant
in the texts generated by large language models (LLMs). This suggests that female
authors use a more conflicting style of writing compared to their male counterparts.
Additionally, male authors tend to adopt a significantly more polite writing style,
approximately five times more polite on average than females that is consistent
with existing literature [25]. However, this distinction is underestimated in LLM-
generated abstracts, contributing to a gender gap in the portrayal of politeness in
writing styles (see table 3).

Motive Personality Traits include risk, curiosity and allure. We identified risk
and curiosity as two significant features. Our analysis revealed that male authors
used approximately twice as many risk-associated words compared to female au-
thors. However, this difference was only statistically significant (p < 0.05) in texts
regenerated by Claude, and not in those regenerated by Gemini or Mistral. In ad-
dition to this, the analysis shows a significant (p_value < 0.05) difference between
male and female re-written abstracts by LLMs for achieve category reflecting that
females use approximately thrice more words reflecting achievement which is not
reflected in the human authored articles. Additionally, our analysis found no signif-
icant difference (p > 0.05) between male and female authors in terms of reflecting
curiosity in their narrative style. Nevertheless, LLMs indicated that male authors
adopted a narrative style that reflected more curiosity than their female counter-
parts (Table 2). This finding highlights the potential for LLMs to further exacerbate
the gender gap in scientific writing by perpetuating biased representations of author
characteristics.

In cconclusion, we did not observe a gender gap in the lexical features and
cognitive processes of scientific abstracts when comparing human authors to LLM-
generated texts. However, for the psychological processes of affect and motive, LLMs
tend to amplify the gender gap observed between males and females for certain fea-
tures. Additionally, while not drastic, a gender gap is also present in the politeness
feature within the social behavior category. The t-statistics for these features indi-
cate a significant difference (see Figure 4).

5 Limitations and Future Works

While this study has provided valuable insights into the personality traits reflected
by LLMs in the context of scientific writing, there are several limitations that need
to be addressed.

Firstly, the study has not taken into account the imbalance between the number
of female and male authors. It would be significant to observe if the average LIWC
features would differ drastically when correction for class imbalance is considered.
This could provide a more accurate representation of gender differences in scientific
writing.
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Secondly, the data for this study was randomly sampled. However, it is impor-
tant to note that different academic fields have varying levels of gender represen-
tation. For instance, some areas such as ’arts’ and 'psychology’ may be female-
dominated, while others like ’engineering’ may be male-dominated. Therefore, it
would be crucial to analyze the gender gap induced by LLMs for different academic
circles to provide a more comprehensive understanding of the issue.

Lastly, the study has not considered longitudinal changes in the gender gap over
the years. As the number of female authors in academic and scientific publications
has grown over time, it is important to quantify how the gender gaps have evolved.
This could provide valuable insights into the progress made towards gender equality
in these fields.

In terms of future work, efforts should be made to refine LLM algorithms to
minimize bias and enhance their ability to generate equitable representations across
different genders. This could involve training LLMs on more diverse datasets and
incorporating fairness metrics into their evaluation. Additionally, future research
could explore the intersectionality of gender with other factors such as race, eth-
nicity, and age to provide a more nuanced understanding of bias in LLM-generated
text.

6 Conclusion

The use of LLMs in scientific writing necessitates an examination of their ability
to replicate the traits of human authors and researchers. In this paper, we have
shown that LLMs can effectively mirror the social, psychological, and lexical traits
exhibited by humans. However, our analysis also revealed that some psychological
and social traits reflected by LLMs exhibit significant gender biases. We have high-
lighted the gender gaps present in three widely used LLMs. Our findings underscore
the importance of addressing and mitigating biases in these models to ensure fair
and equitable representation across different genders.

As LLMs continue to gain prominence in scientific writing, it is crucial to pri-
oritize the development of unbiased and inclusive models. This can be achieved
by incorporating diverse datasets, implementing fairness metrics, and conducting
regular evaluations of LLM-generated text. By doing so, we can leverage the full po-
tential of LLMs while promoting gender equality and minimizing the perpetuation
of harmful stereotypes.
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