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ABSTRACT 
 
With the growing demand for automation and efficiency in factory production, using AI 

anomaly detection has become increasingly important.  Semi-supervised learning methods, 
which leverage large amounts of normal operational data, are particularly effective for this 

purpose. However, conventional video anomaly detection methods often struggle when 

applied to equipment with multiple repetitive motion patterns, generating high anomaly 

scores even for normal operations and leading to false positives. Moreover, while high-

speed video anomaly detection systems can achieve faster processing by distributing the 

workload across multiple devices, they are susceptible to blind spots caused by frame loss 

during network transmission. To address these challenges, this study proposes a video 

anomaly detection method capable of accurately identifying anomalies in equipment with 

multiple repetitive motions and resilient to frame loss. Specifically, by taking differences in 

latent variable dimensions, instead of taking differences in image dimensions, it will be 

possible to keep anomaly scores low even for multiple patterns of operation and to indicate 

a high anomaly score when an anomaly occurs. This proposal can be applied not only to 
equipment that performs repetitive operations with a single pattern, but also to industrial 

equipment that performs repetitive operations with multiple patterns, such as a sorting 

robot that inspects goods and then places them in a basket by grade, such as grade 1 or 

grade 2, or a conveyor that changes delivery destinations according to destination 

addresses. The effectiveness of the proposed method is demonstrated through comparative 

evaluations with conventional approaches. 
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1. INTRODUCTION 
 

The industrial use of AI is required to improve the efficiency of production sites by utilizing 
digital technology such as DX, and in the tasks of product inspection and condition monitoring of 

manufacturing equipment, much research is being conducted to achieve uniform judgment 

criteria, management by quantitative and objective indicators, recording of all anomaly scores 

and automatic processing when anomalies occur, and cost reduction by unmanned operation. In 
the field of image anomaly detection, various studies have been conducted. 

 

However, the class classification method requires the preparation of a large number of normal 
and anomaly data, and in some cases it is difficult to prepare a large number of anomaly data at 
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actual production sites. Therefore, an anomaly detection method using unsupervised learning 
with image generation models, which can learn and use only a large number of normal data, has 

attracted attention and is expected to be used for condition monitoring of industrial equipment. 

 

When monitoring and recording the operational status of industrial equipment, one anomaly that 
cannot be recognized by still image anomaly detection alone is a timing anomaly. As shown in 

Figure.1. Take the case where a button press robot repeats the operation A→B→C→D→A, as an 

example. In this case, if a snag occurs at C and the next image is also C, it is not possible to 

determine that a snagging anomaly has occurred only by this second single image of C. 

Anomalies such as an unexpected stop of the target device, a decrease in speed, or a reversal of 
operation, which cannot be determined from a single still image in the captured moving image 

and can only be detected by considering the regularity of temporal changes in the moving image, 

are called timing anomalies. 
 

An easy method for detecting timing anomalies is proposed [1] and shown in Figure 2. It involves 

inputting videos (a series of consecutive still images) taken of the system operating under normal 

conditions to the AI and having it generate the next timing image. By having the AI learn in this 
way using many videos, the AI will be able to generate the next image of the input sequence of 

still images. Using this AI, the difference between the image generated by inputting a sequence of 

still images and the actual next image is calculated as an anomaly score, and if this anomaly score 
is large, it is judged to be anomaly, thereby enabling detection of timing anomalies. 

 

However, such conventional methods have the following issues. As shown in Figure 3, assume a 

device that operates normally in two or more patterns, i.e., repeated operation in pattern 1 (A→C

→D→A, indicated by the blue line) and repeated operation in pattern 2 (A→C→B→A, indicated 

by the green line). In this case, at the branchpoint of the operation patterns, the AI cannot know in 

advance which pattern it will operate in, so it will generate a vague image where the images of 
Pattern 1 and Pattern 2 are blended. In this case, whether the pattern is actually Pattern 1 or 

Pattern 2, both images will be different from the image generated by the AI, resulting in a large 

anomaly score even if the operation is normal. 

 
In addition, when performing video anomaly detection, it is conceivable to implement an AI for 

anomaly detection in the cloud and send continuous images captured by the camera over the 

network. In this case, missing images may occasionally occur due to network instability. When 
missing images occur, the method shown in Fig. 2 causes the anomaly score to increase, even 

though no anomaly has occurred in the target device. 

 
In this study, we propose a method for calculating an anomaly score that solves the above 

problem and detects timing anomalies with high accuracy in equipment that performs repetitive 

operations in multiple patterns, and show its properties. The condition is unsupervised learning of 

time-series images by an image generation model, and the accuracy of detecting timing 
anomalies is calculated, and the results are compared and discussed. 
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Figure 1.  Examples of timing anomaly 

 

2. RELATED RESEARCH 
 
Methods to generate predictions of the next image by learning time-series images have been 

studied, and anomaly detection methods based on these methods have been proposed. 

 

 
 

Figure 2.  Example of training and detection methods for timing anomaly detection  
 

 
 

Figure 3.  Issue in the method shown in Figure 2  
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In a study [2], a method is proposed to predict the next image in a time-series sequence by using 
a hierarchical network that simulates PredictiveCoding, which has been studied as a human 

learning mechanism. For the rendered image, a five-layer network was constructed for a 

monochrome image of 64 × 64 pixels, and for the in-vehicle image dataset Kitti, a four-layer 

network was constructed for a color image of 128 × 160 pixels. image generation results. 
 

In study [3], a network with multiple CNN and ConvLSTM layers was constructed for anomaly 

detection on time-series images, showing fast and accurate results. 
 

In the study [4], a method was proposed to detect anomalous frames by learning from time-series 

images using Flownet, a network that computes optical flow. Evaluation on the CUHK Avenue 
dataset and the UCSD Ped dataset, which contains recordings of people walking, has shown good 

accuracy. 

 

These conventional methods have not been evaluated for detecting timing anomalies in devices 
with multiple repetitive motion patterns. 

 

3. PROPOSED METHOD 
 
The purpose of this study is to propose a method for highly accurate detection of timing 

anomalies in video anomaly detection for devices that perform multiple patterns of repetitive 

motion, and to evaluate these methods to clarify their properties. 

 
Anomaly detection methods have been proposed that use AI to generate predictions of time-series 

images and calculate the difference between the predicted and actual images as an anomaly score. 

In this method, if a device has two repetitive motion patterns, (1) Pattern 1 and (2) Pattern 2, as 
shown in Figure 3, and the probability of selection is 50% at each branching point, the image 

generation model will generate avague image where the images of Pattern 1 and Pattern 2 are 

blended. In this case, the difference between the generated image and the actual image is large 
regardless of whether the actual behavior is Pattern 1 or Pattern 2. Therefore, the anomaly score 

due to the difference between the generated image and the actual image becomes large even 

though the behavior is normal (Figure 4).  

 
To solve this problem, we propose a mechanism that calculates a low anomaly score for normal 

operation and a high anomaly score for anomaly operation, even for a device that performs 

multiple patterns of operation, by learning using the difference of latent variables instead of only 
image differences in the loss function, and by using latent variables in the calculation of anomaly 

scores. We propose a mechanism to calculate a low anomaly score for normal operation and a 

high anomaly score for anomaly operation (Figure 5 left).  

 
To cope with missing images during network transmission, we propose a mechanism to detect 

anomalies at arbitrary times by inputting the time information of each of the consecutive frames 

captured, together with the latent variables of the images, into the AI, generating images and their 
latent variables according to the time of the determined image, and calculating an anomaly score 

by comparing the actual image and latent variable pairs (Figure 5 right). This system is proposed 

to detect anomalies at arbitrary times. 
 

 

 

 
 

 



Computer Science & Information Technology (CS & IT)                                     247 

 
 

 
 

Figure 4. Conventional method. 

 

In this paper, we evaluate the proposed method without time.As a mechanism for this, we have 
combined AE and LSTM to construct the proposed method (1) AELSTM as a model that 

incorporates the differences of latent variables in the loss function, and the proposed method (2) 

AELSTMdivz that employs a loss function in which the differences of latent variables z are 

divided and summed with unequal weights in AELSTM. AELSTMdivz is constructed and 
evaluated. 

 

 
 

Figure 5. Overview of the proposed method without time (left) and with time (right) 

 

In addition to these methods, we also consider a method that achieves similar effects to methods 

(1) and (2) by using PredNet, which has excellent image generation capability. The details of 
each method are described below. 
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3.1. AELSTM 
 

This section describes the AELSTM model (Figure 6), which combines AutoEncoder, which 

encodes and decodes images, and LSTM, which can generate relationships between time series 
data. 

 

Let 𝑥𝑡 denote the image at time t, �̂�𝑡 the generated image, 𝑧𝑡  and �̂�𝑡  the latent variables of each 

image, and ℒ𝐴𝐸𝐿𝑆𝑇𝑀  the loss function for network learning, each of which is represented by the 

following equations. 

 
𝑧𝑡 = Encoder(𝑥𝑡) (1) 

�̂�𝑡 = LSTM(𝑧𝑡 , 𝑧𝑡−1 , … , 𝑧𝑡−𝑇) (2) 
𝑥𝑡 = Decoder(�̂�𝑡) (3) 

ℒ𝐴𝐸𝐿𝑆𝑇𝑀 = 𝜆𝑥ℒ𝑥 + 𝜆𝑧ℒ𝑧 (4) 
ℒ
ｘ

= ‖𝑥𝑡+1 − 𝑥𝑡‖2 (5) 

ℒ𝑧 = ‖𝑧𝑡+1 − �̂�𝑡‖2 (6) 

 

3.2. AELSTMdivz 
 

Among the networks that make up the AELSTM, we constructed and evaluated a network for a 
method in which the latent variable z is divided into N parts so that the number of elements is 

equal, and each part is given unequal weights for learning. 

 

For the AELSTM network described in 3.1, the latent variable z is divided and the loss function 

with unequal weights is ℒ𝐴𝐸𝑆𝐿𝑇𝑀𝑑𝑖𝑣𝑧 , each of which is expressed by the following equation. 

Figure 7 shows an example with N=4 divisions. 
 

𝑧𝑡 = [𝑧𝑡𝑑𝑖𝑣1, 𝑧𝑡𝑑𝑖𝑣2, … , 𝑧𝑡𝑑𝑖𝑣𝑁] (7) 
�̂�𝑡 = [�̂�𝑑𝑖𝑣1𝑡𝑑𝑖𝑣1, �̂�𝑡𝑑𝑖𝑣2, … , �̂�𝑡𝑑𝑖𝑣𝑁] (8) 

ℒ𝐴𝐸𝑆𝐿𝑇𝑀𝑑𝑖𝑣𝑧 = 𝜆𝑥ℒ𝑥 + 𝜆𝑧ℒ𝑧 + 𝜆𝑧𝑑𝑖𝑣𝐴𝑙𝑙 ℒ𝑧𝑑𝑖𝑣𝐴𝑙𝑙 (9) 

ℒ𝑧𝑑𝑖𝑣𝐴𝑙𝑙 = ∑ 𝜆𝑧𝑑𝑖𝑣𝑁ℒ𝑧𝑑𝑖𝑣𝑁

𝑁

(10) 

ℒ𝑧𝑑𝑖𝑣𝑁 = ‖𝑧𝑡+1𝑑𝑖𝑣𝑁 − �̂�𝑡𝑑𝑖𝑣𝑁‖2 (11) 

 

Each value obtained by the loss function ℒ is calculated as an anomaly score A. The following 

eight anomaly scores AAELSTMdivz, Ax, Az,AzdivAll, Azdiv1, A zdiv2, A zdiv3, A zdiv4 are calculated. 

 

 
 

Figure 6.  AELSTM network combining AE and LSTM 
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Figure 7.  Example of dividing an 80-dimensional latent variable z into N=4, four 20-dimensional latent 
variables 

 

3.3. Highly Stacked PredNet 
 

PredNet[2] has the structure shown in Figure 8 and can be stacked in any number of layers. Each 

component and the loss function ℒ𝑃𝑟𝑒𝑑𝑁𝑒𝑡  are expressed by the following equation. 
 

𝐴𝑙=0
𝑡 = 𝑥𝑡 (12) 

𝐴𝑙
𝑡 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙 (𝑅𝑒𝑙𝑢(𝐶𝑜𝑛𝑣(𝐸𝑙−1

𝑡 ))) (13) 

�̂�𝑙
𝑡 = 𝑅𝑒𝑙𝑢(𝐶𝑜𝑛𝑣(𝑅𝑙

𝑡)) (14) 

𝐸𝑙
𝑡 = [𝑅𝑒𝑙𝑢(𝐴𝑙

𝑡 − �̂�𝑙
𝑡); 𝑅𝑒𝑙𝑢(�̂�𝑙

𝑡 − 𝐴𝑙
𝑡)] (15) 

𝑅𝑙
𝑡 = 𝐶𝑜𝑛𝑣𝐿𝑆𝑇𝑀 (𝐸𝑙

𝑡−1 , 𝑅𝑙
𝑡−1 , 𝑈𝑝𝑆𝑎𝑚𝑝𝑙𝑒(𝑅𝑙+1

𝑡 )) (16) 

ℒ𝑃𝑟𝑒𝑑𝑁𝑒𝑡 =  ∑ 𝜆
ｔ

𝑡

∑
𝜆𝑡

𝑛𝑙
𝑙

∑ 𝐸𝑙
𝑡

𝑛𝑡

(17) 

 

PredNet units are stacked until the spatial size of the Representation layer features is less than or 
equal to the CNN kernel size. In the experiment described below, the original image reduction 

size in preprocessing is 96 x 96 pixels and the CNN kernel size is 3 x 3. In this case, the spatial 

size of the features is halved with each stacking, so six stacked layers have a side of 96, 48, 24, 
12, 6, 3, which is equal to the CNN kernel size of 3 × 3. In addition to the weighted anomaly 

score Atotalof all layers, the average value of Elin the error layer is calculated as the anomaly 

score ALin the Lth layer. 

 

 
 

Figure 8.  Stacked structure and components of PredNet [2] 
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4. EXPERIMENT 
 
To evaluate the accuracy of detecting timing errors in a device that performs multiple patterns of 

operation, a device that operates as set as the toy problem was created, and images of this device 

were captured and used as a time-series image data set for evaluation. The data set was used to 

evaluate both the conventional and the proposed methods, and the accuracy was calculated. 
 

4.1. Preparation of Evaluation Equipment 
 

In order to create a time-series image data set for evaluation, we created a device that rotates an 

electronic component (an embedded camera component). The motor used for rotation is the 

Nema17 stepping motor with high time accuracy, which is pulse-controlled using the ESP-32 
microcontroller and the TB6600 driver, and operated at a setting of 3200 pulses for one 

revolution.  

 

4.2. Configuration of Equipment Operation 
 

By randomly selecting one rotation to the left and stopping at the front, or one rotation to the 
right and stopping at the front, we set up an operation in which the rotation direction after 

stopping is right rotation with a probability of 50% and left rotation with a probability of 50%. 

Specifically, normal and anomaly motions in rotation A and B are set as shown in (1) to (4) 
below (Figure. 9). 

 

(1)A. Normal rotation: One rotation to the left and stop at the front for 0.3 seconds 

(2)B Normal rotation: One rotation to the right, stopping at the front for 0.3 second 
(3)A.Anomaly rotation: One rotation to the left, the speed decreases to half at 3/8 to 5/8 during 

the rotation, and stops at the front for 0.3 seconds. 

(4)B Anomaly rotation: One rotation to the right, speed drops to half at 3/8 to 5/8 of the way 
through the rotation, and stops for 0.3 seconds at the front. 

 

First, either (1) or (2) is randomly selected and rotated a total of 100 times, which is assumed to 
be the normal operation for learning. However, (1) and (2) are selected so that they are rotated a 

total of 50 times each. Next, as in the training test, either (1) or (2) is randomly selected and 

rotated a total of 10 times, and this is the normal operation for the test. However, (1) and (2) are 

selected so that they are rotated a total of five times each. Finally, (3) and (4) are randomly 
selected and rotated a total of 10 times. However, (3) and (4) are selected so that each of them 

rotates a total of five times. 

 
The average rotation speed of the normal operation is 800 pulses/second, so that one rotation is 

made over a period of 4 seconds. In the 5 fps imaging described below, the average number of 

pulses between images is 160 pulses. However, in consideration of the time variation in actual 

operation of industrial equipment, the pulses given to the user are also given a speed variation of 
1% standard deviation. As a result, the average number of pulses between images is 160 pulses 

with a standard deviation of 1.6 pulses, and this standard deviation variation can also be seen in 

Figure 10. 
 

4.3. Imaging Settings 
 
A Teledyne Dalsa G3-GC10-C0640 camera was used to capture images. The image size was set 

to 640 x 480 pixels, the image capture mode to monochrome, the frame rate to 5 fps, and the 

exposure time to 10 ms. The normal operation for training was performed and the images were 
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captured, resulting in 2149 normal images for training. The test images were taken by performing 
the normal operation for the test and the operation including anomalies for the test. Of these, 215 

were normal images for the test and 262 were anomaly images for the test. The number of pulses 

between images for the test images was as shown in Figure 10. 

 

4.4. Learning and Testing 
 
We evaluated AELSTM, AELSTMdivz, and PredNet-L6 with 6 layers of PredNet as proposed 

methods, PredNet-L5 and PredNet-L4 with 5 and 4 layers of PredNet, and the method Spatio-AE 

by research [3] and the method Frame-Pred by research [4] as conventional methods, were 

evaluated. 
 

The models were all generated by inputting nine consecutive time-series images and predicting 

the next image, and each anomaly score was calculated. z dimension in AELSTMdivz was set to 

80, the number of divisions was N=4, and each weight was set as follows. 𝜆𝑧𝑑𝑖𝑣𝐴𝑙𝑙 =0.1, 

𝜆𝑧𝑑𝑖𝑣1=1.0, 𝜆𝑧𝑑𝑖𝑣2=0.1, 𝜆𝑧𝑑𝑖𝑣3=0.01, 𝜆𝑧𝑑𝑖𝑣4=0.001 ． 

The number of channels in the first six layers of PredNet is [ 1, 48, 96, 192, 384, 768 ], and the 

weights are set as follows.𝜆𝑡=1.0, 𝜆𝑙=0=1.0, 𝜆𝑙>0=0.1． 

 
The training images were trained, and the test images were used to calculate the anomaly scores. 

The score calculated from 214 of the 215 normal images in the test images, excluding the 9 

images that had been input in advance, was used as the normal score [OK] set, and the score 
calculated from 95 of the 262 anomaly images, in which the pulse rate between images 

decreased, was used as the anomaly score [NG] set. Among the normal images, the score 

calculated from the 9 images corresponding to the point where the pattern diverges between A-

rotation and B-rotation after the device stops for 0.3 seconds was defined as the branch point 
normal score [bOK] set. 

 

The distribution of the normal and anomaly score sets [OK-NG] was shown by ROC curves for 
the calculated scores, and the AUC was calculated. The distribution [bOK-NG] of the branch 

point normal score set and the anomaly score set was also shown by ROC curves, and AUC was 

calculated. The mean and standard deviation of the AUC were calculated after five trials, each 
using a different random number seed. 

 

 
 

Figure 9.  Normal and anomalybehavior at set rotations A and B  
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Figure 10.  Number of inter-image pulses in each image  

 

5. RESULT 
 
Table 1 shows the AUC calculation results for the branch point normal-anomaly [bOK-NG] in 

each anomaly score of AELSTMdivz. The evaluation result of Azdiv1 showed an AUC of 0.864. 

Figure 11 shows the graphs of Ax，Az,andAzdiv1. In the graph, a large anomaly score is calculated 

in some parts of Ax, but in Azdiv1, a small anomaly score is calculated in the part of the branch 

point normal image, and a large anomaly score is calculated in the part of the anomaly. 

 

Table 2 shows the AUC calculation results for the branch point normal-to-anomaly [bOK-NG] in 

the various anomaly scores of the PredNet-L6, -L5, and -L4 models. The highest AUC is 0.765 
and 0.803 for the number of layers 4 and 5, respectively, while the highest AUC is 0.902 (@L=5) 

for the number of layers 6. In addition, the normal-anomaly [OK-NG] AUC calculation showed 

AUCs of 0.987 (@L=1), 0.988 (@L=1), and 0.989 (@L=1) for the number of stacks of 4, 5, and 
6, respectively. Figure 12 shows graphs of various anomaly scores for the PredNet-L6, -L5, and -

L4 models. In the graphs, a large anomaly score is calculated for AL1 in each model at the  

 
Table 1.AUC for each anomaly score in AELSTMdivz 

 

 
 

Table 2.AUC for each anomaly score in PredNet-L6, -L5, -L4  
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Figure 11.  Anomaly Score Plot in AELSTMdivz 

 

 
 

Figure 12.  Anomaly score plots in PredNet-L6,-L5,-L4 

 

position of the branchpointnormal image, while the anomaly scores at the position of the branch 

point normal image are suppressed to a small value for AL5 and AL6 in the PredNet-L6 model. 
The Azanomaly score in the AELSTM model and the branch point normal-anomaly [bOK-NG] in 

the Spatio-AE and Frame-Pred models showed AUC values of 0.729±0.017, 0.390±0.028, and 

0.085±0.017, respectively. 
 

6. CONCLUSIONS 
 

In this paper, we focus on the problem that the anomaly score of normal operation at the pattern 

branch point becomes large in the detection of timing anomaly in devices operating in multiple 
patterns using image generation networks, and propose two methods to solve this problem. The 

second method is to stack PredNet features until the spatial size of the features is less than the 

CNN kernel size. The evaluation results show that the second method provides higher detection 
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accuracy. This indicates that the problem of anomaly detection in repeated operation of multiple 
patterns may have been solved by devising a network structure. Further evaluation on a larger 

number of data sets will be conducted in the future. 
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