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Abstract. In modern software development, Non-Functional Requirements (NFR) are essential
to satisfy users’ needs, which define various constraints and qualities that the system must adhere
(e.g., quality, usability, security). Since NFR play a critical role in the guidance of architectural de-
sign, it is important to extract different NFR from software requirements specification documents
early and accurately. However, distinguishing different categories of NFR is tedious, error-prone,
and time-consuming due to the complexity of software systems. In our paper, we conducted a
comprehensive study to evaluate the performance of prompt-based non-functional requirements
classification by designing various handcraft templates and soft templates on the pre-trained lan-
guage model (i.e., BERT). Our experimental results show that handcraft templates can achieve
best effectiveness (e.g., 83.52% in terms of F1 score) but with unstable performance for different
templates. Also, the performance can become stable after soft templates are concatenated with
handcraft templates. For example, the standard deviation of F1 score for four combined templates
can be improved to 0.74 from 1.00 for handcraft templates.
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1 Introduction

In modern software development, Non-Functional Requirements (NFR) are essen-
tial to satisfy users’ needs, which define various constraints and qualities that the
system must adhere (e.g., quality, usability, security). Since NFR play a critical role
in the guidance of architectural design, it is important to extract different NFR
from software requirements specification documents early and accurately. However,
developers always overlook the importance of NFR since they tend to be across
various requirement specification documents, making it difficult to locate and con-
solidate them effectively. Also, distinguishing different categories of NFR is tedious,
error-prone, and time-consuming due to the complexity of software systems. Thus,
the task of NFR classification is crucial for the whole software development process.

Due to the practical benefits of NFR classification, researchers have utilized vari-
ous techniques to classify NFR and achieved impressive performance. For example,
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EzzatiKarami et al. [6] used various machine learning algorithms (e.g., Support
Vector Machine, Decision Tree) by combining three feature extraction techniques
(POS tagging, BoW, and TF-IDF) for NFR classification. Navarro-Almanza et
al. [17] proposed to use deep learning models (e.g., Convolutional Neural Network
(CNN)) to improve the performance of NFR classification. Recently, pre-trained
foundation models (e.g., BERT [8], GPT [11]) have been widely used in various
AI fields such as natural language processing (NLP), computer vision (CV) and
graph learning (GL), which can be applied to many downstream tasks such as text
classification [9] and image classification [10]. More promising works about pre-
trained model can be found in the survey paper [7]. Pre-trained models are also
applied into the field of requirements classification. For example, recent work [14]
proposed to combine original requirement text with standard prompt templates
(e.g., This is requirement) as the input sequence of the pre-trained model. Current
survey on prompt engineering [15] demonstrates that different prompts can affect
the performance of the pre-trained model so that it is necessary to evaluate the im-
pact of different prompt templates on NFR classification. Furthermore, the study
[12] also indicates that a learnable tensor can be concatenated with the input em-
beddings to become a series of soft templates for natural language understanding.
Such soft templates can be also applied into prompt-based NFR classification. In
this paper, we conduct a comprehensive study by designing various prompt tem-
plates (including handcraft templates and soft templates) for NFR classification
based on pre-trained BERT model. Our study indicates that handcraft templates
can achieve best effectiveness (e.g., 83.52% in terms of F1 score) but with unstable
performance for different templates. Also, the performance can become stable after
learnable templates (a.k.a., soft templates) are inserted with handcraft templates.
This paper makes the following contributions:

– Study. A comprehensive study on NFR classification based on various tem-
plates.

– Guidance. The results can provide guidance for other prompt-based NFR clas-
sification techniques.

The structure of the paper is as follows. In Section 2, we introduce the related
studies about software requirements classification. In Section 3, we illustrate how
we conduct our study in the paper. In Section 4 and Section 5, we demonstrate our
experimental settings and results analysis, respectively. We discuss the threats to
validity in Section 6 and conclude our paper in Section 7.

2 Related Work

In this section, we discuss some related studies of requirements classification (in-
cluding both functional requirements and non-functional requirements) via machine
learning, deep learning and pre-trained models.
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2.1 Requirements classification through traditional machine learning
techniques

Traditional machine learning techniques have been widely used in requirements
classification. Abad et al. [16] apply several machine learning methods (e.g., Biterm
Topic Modeling, or Naive Bayes) through preprocessing and unifying dataset for
both functional and non-functional requirements classification. Amasaki et al. [5]
use vectorization methods (e.g., document embedding methods) and four super-
vised classification (e.g., Logistic Regression, Naive Bayes, Random Forests and
SVM) for NFR Classification. Binkhonain et al. [4] compare the effectiveness of
various machine learning models for NFR classification, showing that Support Vec-
tor Machines (SVMs) can help achieve the best performance on small NFR dataset.

2.2 Requirements classification through deep learning techniques

Due to the limitation of traditional machine learning techniques, deep learning is
applied into requirements classification by many researchers. Navarro-Almanza et
al. [17] utilize CNN to classify the 12 NFR categories. Dekhtyar et al. [18] use
Word2Vec embeddings and CNN for NFR classification. Rahimi et al. [19] use
ensemble approaches with a combination of four different deep learning models (e.g.,
LSTM, BiLSTM, GRU, and CNN) for more accurate requirements classification.

2.3 Requirements classification through pre-trained models

Powerful pre-trained models are applied into requirements classification based on
the theory of transfer learning. Hey et al. [19] propose NoRBERT to fine-tune
BERTmodel and apply it to different tasks for requirements classification, achieving
promising performance. Chatterjee et al. [21] utilize a tool to automatically label
a dataset from various software requirement specification documents and classify
the new data via BERT model. Luo et al. [14] propose PRCBERT, an approach
of prompt learning for requirement classification using BERT model that applies
flexible prompt templates to achieve accurate requirements classification.

In this paper, we focus on non-functional requirements classification since they
represent similar criteria that define how a system should behave, such as perfor-
mance, security, usability, reliability, and scalability, which are not easily distin-
guished.

3 Study Approach

In this section, we introduce how we design our study. In detail, we introduce the
general approach of the study in Section 3.1 and template designs in Section 3.2.
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3.1 Overall of the study

In many classification tasks, the pre-trained models are typically used to generate
a final vector representation for input sequence and an additional neural network is
connected with the pre-trained model, leading to a low correlation between the in-
put sequence and the target task. In this section, we introduce the overall structure
of our study as shown in Figure 1 (inspired by the current work [14]). Based on the
original requirement text, we design various templates (including a masked target
label) that can be as the input of pre-trained models. We use pre-trained BERT
model in this paper. During the training process, pre-trained models can predict the
masked target label and the training loss is calculated for back propagation to fine-
tune the pre-trained model by updating the parameters. We use cross-entropy loss
function in our study since NFR classification is the classic multi-class classification
problem.

Requirement input

Masked label prediction

Template creation

Back propagation

Parameter update

Training objective loss

Fig. 1. Overall structure of the study

3.2 Template design

The major part of this paper is the evaluation of various templates on prompt-based
NFR classification. In this section, we introduce how we design different prompt
templates according to the two basic studies (i.e., PET [13] and p-tuning [12]).
We use the security requirement “Only authorized personnel can access customer
records in the database” as the example.

The study Pattern-Exploiting Training (PET) [13] is proposed to illustrate that
a handcraft prompt can be appended after the input sequence and the target task is
masked so that pre-trained model can predict the masked label then. This technique
is able to bridge the gap between pre-trained models and specific downstream classi-
fication task. Recent study [14] also indicates that such handcraft prompts can help
achieve promising performance in software requirements classification. However, the
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P1: [CLS] Only authorized personnel can access customer records in the database. [SEP] This requirement is related to [M]. [SEP]

P2: [CLS] Following text is [M] requirement. [SEP] Only authorized personnel can access customer records in the database.[SEP]

P3: [CLS]  “Only authorized personnel can access customer records in the database. “ is a requirement related to [M]. [SEP]

P4: [CLS]  Given the following statement: “Only authorized personnel can access customer records in the database. “[SEP]
 Question: what type of requirement is it?  [SEP] Answer: [M]

Fig. 2. Handcraft templates

effectiveness of different handcraft prompts on NFR classification is not evaluated
since prompt engineering shows that pre-trained models (e.g., GPT,BERT) can be
affected significantly by different prompts. Thus, we apply PET by designing var-
ious handcraft templates and inserting the templates in different positions of the
input requirement text. The designed templates are shown in Figure 2. Please note
that [CLS] in the template represents a special token in BERT model [8] in the front
of the original input text and [SEP] is a separator token to represent the segment
of each sentence. [M] is the masked token to represent the requirement category
(e.g., performance, security, usability) that can be predicted by BERT model.

P5: [CLS] Only authorized personnel can access customer records in the database. [SEP] [P] [P]  [M]. [SEP]

P6: [CLS] [P] [P] [M]. [SEP] Only authorized personnel can access customer records in the database.[SEP]

P7: [CLS] Only authorized personnel can access customer records in the database. [SEP] [P] [P] [P] [M]. [SEP]

P8: [CLS] [P] [P] [P] [M]. [SEP] Only authorized personnel can access customer records in the database.[SEP]

P9: [CLS] Only authorized personnel can access customer records in the database. [SEP] [P] [P] [P] [P] [M]. [SEP]

P10: [CLS] [P] [P] [P] [P] [M]. [SEP] Only authorized personnel can access customer records in the database.[SEP]

Fig. 3. Soft templates

P11: [CLS] Only authorized personnel can access customer records in the database. [SEP] [P] [P] [P] This requirement is related to [M]. [SEP]

P12: [CLS] [P] [P] [P] Following text is [M] requirement. [SEP] Only authorized personnel can access customer records in the database.[SEP]

P13: [CLS]  “Only authorized personnel can access customer records in the database. “ is a requirement related to [M] [P] [P] [P] . [SEP]

P14: [CLS]  Given the following statement: “Only authorized personnel can access customer records in the database. “[SEP]
 Question: what type of requirement is it [P] [P] [P] ?  [SEP] Answer: [M]

Fig. 4. Combination of handcraft and soft templates
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Based on another type of prompt-based classification technique p-tuning [12],
manual or handcraft prompt is discrete and often leads to unstable performance. In
this case, learnable continuous prompt embeddings (soft templates) in concatena-
tion with input requirement sequence can be created for better NFR classification.
We evaluate such soft templates in the following two approaches. First, we insert
different number of continuous tokens directly before or after the input requirement
text without any handcraft prompts, shown in Figure 3. In this type of template
design, [P] represents the learnable token that replaces the concrete templates in
Figure 2. We evaluate different numbers of learnable tokens (e.g., 2, 3 and 4) and
different positions in the input sequence (in front or back of the requirement text).
However, even the continuous prompts can be learned by pre-trained model as de-
scribed in p-tuning, the disadvantage is that such token is meaningless without
context so that it is not easy to learn and accurately predict the masked label.
To resolve this problem and stabilize the training performance, we combine both
handcraft templates and soft template to build a comprehensive prompt for the
pre-trained model, shown in Figure 4. In the template, we insert learnable tokens
[P] in concatenation with the handcraft templates to create new ones.

4 Experimental Design

In this section, we introduce the dataset used in our study in Section 4.1 and the
experimental configuration in Section 4.2.

4.1 Dataset

In our study, we use the widely used pre-labeled dataset PROMISE [3] with 914 non-
functional requirements consisting of the following five categories: maintainability,
operability, performance, security, and usability. Before creating different prompt
templates, we pre-process the dataset using popular natural language processing
steps such as stemming, lemmatization, stop-word removal and conversion to lower
case via the widely used NLTK [2] toolkit. We also remove special characters that
are unique in different domains.

4.2 Experimental configuration

We use the pre-trained foundation model BERT-base that can be downloaded from
the popular AI hub Hugging Face [1]. For the hyperparameters, we set the maximum
input sequence length as 256, batch size as 8, learning rate as 5e−5, epochs as 32.
We also use AdamW optimizer [22] in the training process. We use the popular
evaluation metrics precision, recall and F1 score for classification problems. We
split the original dataset into training set (80%) and test set (20%). We also apply
10-fold cross-validation for each template introduced in Section 3.2. All training
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and inference steps are executed on a machine with Intel Core 13900K CPU, 32GB
memory and NVIDIA RTX 4090 GPU.

5 Results Analysis

In this paper, we will investigate the following two research questions:

– RQ1: How does standalone handcraft templates and learnable soft templates
affect the performance of NFR classification?

– RQ2: How does the combination of handcraft and learnable templates affect
the performance of NFR classification?

5.1 Performance of handcraft templates and learnable soft templates

In this RQ, we investigate the performance of handcraft templates and learnable
soft templates separately. Table 1 shows the results of NFR classification based on
the 4 handcraft templates and 6 learnable soft templates in terms of the evaluation
metrics precision, recall and F1 score. Please note that all results are calculated
as the average values of 10-fold cross-validation based on each template. From
the results, we have the following two findings. First, the overall performance of
learnable soft templates are worse than handcraft templates for all metrics. For
example, in terms of F1 score, the best result of learnable templates is 78.79%
while the best result of handcraft templates is 83.52%. The possible reason is that
there are no meaningful context for the special tokens [P] in the learnable soft
templates so that it is not easy to predict the target label accurately. Second, even
the handcraft template can achieve better results, the standard deviation of the
four templates (1.00) is larger than learnable templates (0.84), showing unstable
results for random handcraft templates. It motivates us to combine both templates
for more stable and accurate NFR classification.

5.2 Effectiveness of handcraft templates and learnable soft templates

In this RQ, we combine both handcraft and learnable templates for NFR classi-
fication. Table 2 shows the results for the 4 handcraft templates and 4 combined
templates. From the table, we can find that adding soft templates can stabilize
the performance of the handcraft templates. For example, the standard deviation
of F1 score for the 4 combined templates (P11-P14) is 0.74 which is less than the
four handcraft templates (1.00). Such finding provides the guidance that adding
learnable tokens into handcraft templates can reduce the risk of randomness of
handcraft templates for other prompt-based NFR classification techniques.
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Table 1. Effectiveness of different handcraft templates and learnable templates. (P1-P4: handcraft
templates. P5-P10: learnable templates)

Template Precision Recall F1 score

P1 83.59% 83.46% 83.52%
P2 82.37% 82.50% 82.43%
P3 81.27% 81.97% 81.61%
P4 80.35% 81.27% 80.81%

P5 77.26% 76.64% 76.95%
P6 78.43% 79.17% 78.79%
P7 76.40% 78.35% 77.36%
P8 78.38% 78.12% 78.25%
P9 76.54% 76.53% 76.53%
P10 78.51% 77.60% 78.05%

Table 2. Effectiveness of combination of handcraft templates and learnable templates. (P1-P4:
handcraft templates. P11-P14: combined templates)

Template Precision Recall F1 score

P1 83.59% 83.46% 83.52%
P2 82.37% 82.50% 82.43%
P3 81.27% 81.97% 81.61%
P4 80.35% 81.27% 80.81%

P11 82.98% 83.91% 83.44%
P12 83.69% 82.76% 83.22%
P13 81.84% 82.03% 81.93%
P14 81.55% 82.07% 81.81%
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6 Threats to Validity

The main external threat to the validity is the dataset we used. In our study, we use
the widely used data PROMISE for NFR classification. But the labeling process of
the data may not be accurate, leading to the model misinterpreting the words from
the beginning.

7 Conclusion

In this paper, we conducted a comprehensive study to evaluate the performance
of prompt-based non-functional requirements classification by designing various
handcraft templates and soft templates on pre-trained model. Our experimental
results show that handcraft templates can achieve best effectiveness (e.g., 83.52%
in terms of F1 score) but with unstable performance for different templates. Also,
the performance can become stable after learnable templates are inserted with
handcraft templates.
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