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ABSTRACT 
 
Automatic event extraction (EE) is a crucial tool across various domains, allowing for 

more efficient analysis and decision-making by extracting domain-specific information 
from vast amounts of textual data. In the context of under-resourced languages like 

Lithuanian, the development of EE systems is particularly challenging due to the lack of 

annotated datasets. This study investigates and evaluates the event extraction capabilities 

of two large language models (LLMs): OpenAI's GPT and Google Gemini, using few-shot 

prompting. We propose novel methodologies, including a combined approach and a 

layered prompting approach, to improve the performance of these models in identifying two 

specific event types. The models were benchmarked using various performance metrics, 

such as accuracy, precision, recall, and F1-score, against a manually annotated gold-

standard corpus. The results demonstrate that LLMs achieve satisfactory performance in 

extracting events in Lithuanian, though model accuracy varied depending on the prompting 

methodology. The findings underscore the potential of LLMs in addressing event extraction 

challenges for under-resourced languages, while also pointing to opportunities for 
improvement through enhanced prompt strategies and refined methodologies. 
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1. INTRODUCTION 
 

Automatic event extraction (EE) is a necessary tool across various domains [1] 

[2][3][4][5]enabling more efficient analysis and decision-making used for extracting domain-

specific information. In the contemporary digital era, an overwhelming quantity of textual data is 
generated daily. Automatic EE systems can quickly analyze this data to identify relevant events, 

thereby saving time and resources compared to manual processing. These automated systems can 

even operate in real time [6], which is particularly advantageous for applications necessitating 
immediate insights, such as financial markets, news monitoring, and social media analysis. By 

providing timely and precise information, automated event extraction empowers decision-makers 

to respond swiftly and effectively to emerging trends, potential threats, and opportunities. This 
technology allows organizations to reallocate human resources from repetitive data extraction and 

analysis tasks to more strategic activities, thereby enhancing overall productivity. 
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1.1. Automatic Event Extraction for Under-Resourced Languages 
 

Automatic EE systems earlier had been crafted using pipeline [7]or pattern-matching 

methodology[8] and lately were outperformed by machine learning (ML) based 
models[9][10][11]for this task. The main problem when creating these types of models for under-

resourced languages such as Lithuanian[12], is that labeled datasets do not exist. For various NLP 

tasks[13], including automatic event extraction, large language models (LLMs) come into play 
due to their capabilities to efficiently process large volumes of text and extract the desired 

information [14] [15] [2] [16][17] in zero-shot or few-shot prompting [1][2][18]. 

 

The Lithuanian language presents unique challenges for NLP due to its rich morphology and 
relatively limited digital linguistic resources. These factors complicate the development of robust 

NLP systems, including those for event extraction. Despite these challenges, advancements in 

language technology and the availability of pre-trained language models like OpenAI's GPT 
(GPT) or Google Gemini (GEMINI) offer new opportunities to enhance NLP capabilities for the 

Lithuanian language. The advent of large language models [16], particularly GPT [19] and 

Gemini[20],with the ability to work without additional model fine-tuning or training, has 
generated significant interest in their applicability to specific natural language processing tasks. 

 

1.2. Event Types 
 

There is only one gold-standard corpus created for Lithuanian[21], in which two event types, 

based on the MUC [22] framework, have been annotated. These event types were therefore 
selected for this research. 

 

Contact.Meet. This event refers to situations where two or more individuals come together 

physically at a specific location. The primary purpose is face-to-face communication or 
interaction. Such events are usually planned, like meetings, appointments, or encounters. 

 

Contact.Phone– Write. This event describes a non-face-to-face communication where individuals 
interact through written or spoken forms. This encompasses phone calls as well as written 

communications, including emails, text messages, and letters. 

 

1.3. Objective 
 

The objective of this study is to investigate and assess the event extraction capabilities of GPT 
and GEMINI for the Lithuanian language. Specifically, we aim to analyze their performance 

using various few-shot prompting methodologies, including the introduction of a novel approach. 

We will assess and compare the performance of the latest GPT and GEMINI models in extracting 

events from Lithuanian texts. 
 

The remainder of the paper is structured as follows: Section 2 provides an overview of the related 

work. Section 3 presents the methodology for event extraction using LLMs in Lithuanian, 
including two novel approaches: a combination of both models with different rules for 

integration, and a layered approach. Section 4 covers the experiments and discusses the results. 

Finally, the conclusions are presented, along with directions for future work. 
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2. BACKGROUND AND RELATED WORK 
 
Event extraction is a critical subfield of natural language processing that has evolved significantly 

with advancements in machine learning and large language models.  

 

2.1. Events 

 

The definition of an event varies depending on the specific domain or task. For this research, we 
adopt the definition from the Automatic Content Extraction (ACE) 2005 evaluation, which 

defines an event as "a specific occurrence involving participants."In this context, an event is 

represented by a sentence that details the event, and an event trigger is a word or phrase that best 
expresses the occurrence of an event. 

 

For example, consider the sentence:  "During the meeting in Paris between U.S. President Biden 
and the President of France, a breakthrough agreement on climate action was signed by several 

key nations."Here, the event type is CONTACT, with the subtype MEET. The entire sentence 

functions as an event mention, and the word "meeting" serves as the event trigger. 

 

2.2. Event Extraction  
 
Event Extraction[23] is a subfield of NLP that involves the identification and extraction of 

specific events from textual data. This task includes different elements such as event triggers, 

participants, and the temporal and spatial context. Traditional event extraction techniques have 

relied heavily on machine learning and pattern-matching systems, which require extensive 
annotated data and domain-specific knowledge. However, LLMs can be harnessed zero-shot and 

play an important role in small languages. The primary objective of event extraction is to 

transform unstructured text into structured information by identifying events and their 
components, adhering to guidelines such as those outlined in ACE 2005. In this study, we 

classify sentences based on the events they represent and pinpoint the event trigger attributes. 

 

2.3. Large Language Models 

 
Large language models have showcased exceptional performance across a wide range of NLP 
tasks[14] [15] [2] [16][17][1][2][18].  

 

These models leverage vast amounts of data and computational power to generate human-like 
text and understand complex linguistic patterns. Furthermore, they can be prompted in many 

different languages including small ones.LLMs have been effectively applied to a variety of 

tasks, including text generation, machine translation, information retrieval, and event extraction. 

 

2.4. Google Gemini and OpenAI GPT 

 
In this research, we utilized two of the most recent models from Google and two from OpenAI, 

totaling 4 models (Table 1). 

 
Google's Gemini 1.5 Pro represents the forefront of multimodal AI models, leveraging the 

Mixture of Experts (MoE) architecture to seamlessly process and integrate multiple data 

modalities, including text, images, and audio, simultaneously. This architecture ensures efficient 
resource allocation by selectively engaging sub-networks (experts) depending on the task, 

making it particularly well-suited for complex, cross-modal tasks like event extraction and data 

analysis. In contrast, Google Gemini Flash 1.5 is a more streamlined version designed for real-
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time applications, offering lower latency while maintaining the ability to handle multimodal 
inputs, albeit with reduced depth in processing. 

 

On the other hand, OpenAI GPT-4o is a text-based model that uses transformer architecture and 

self-attention mechanisms to perform complex natural language processing tasks. The model 
excels in high-accuracy tasks such as text generation, reasoning, and language-based event 

extraction. Meanwhile, the GPT-4o mini version is a streamlined, agile variant optimized for 

real-time, low-latency applications, providing quick responses while maintaining a high level of 
accuracy. While Google Gemini excels in multimodal applications, GPT-4o models are 

optimized for text-based tasks, providing specialized performance in their respective domains. 

 
Table 1: LLMs comparison 

 

 
 

2.5. Prompting Techniques 

 
In the domain of NLP, prompting techniques (Table 2) play a critical role in optimizing the 

performance of LLMs for various tasks. Zero-shot prompting [18]is a technique where the model 

is prompted to perform a task without being provided with any task-specific examples.The model 
relies solely on its pre-trained general knowledge to generate responses. This approach is 

particularly useful in scenarios where labeled data is scarce or unavailable. However, due to the 

lack of context, zero-shot prompting can sometimes yield lower accuracy, especially in tasks 

requiring nuanced understanding or complex reasoning. In contrast, few-shot prompting 
[18]provides the model with a limited number of task-specific examples, helping it better grasp 

the context and produce more accurate responses.This technique is particularly effective in cases 

where providing a few relevant examples helps the model generalize to new tasks. Few-shot 
prompting has gained widespread adoption for its ability to improve model performance with 

minimal training data, making it especially useful for tasks such as event extraction and 

summarization. 

 

Chain-of-thought prompting[28]is another advanced technique that guides the model to explicitly 

articulate its reasoning process before reaching a final answer. This approach encourages the 

model to break down complex problems into manageable steps, enhancing performance in tasks 
requiring multi-step reasoning, such as problem-solving and question-answering. Self-

consistency prompting [29]builds upon this by generating multiple reasoning paths and selecting 

the most consistent outcome as the final answer. These techniques have been shown to improve 
accuracy in complex reasoning tasks by encouraging the model to self-assess its reasoning.  

 

Lastly, instruction-based prompting [30]provides explicit instructions to guide the model's task 
execution, ensuring clarity and structure in the model's responses. This approach is highly 

effective in tasks where precise instructions are needed, such as text generation or code 

completion. Meta-prompting[31], on the other hand, focuses on iteratively refining the quality of 

prompts. By learning from previous interactions, meta-prompting enhances the model's ability to 
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generate high-quality outputs over time, making it a dynamic and adaptive approach to prompt 
generation. 

 
Table 2: Prompting Techniques Comparison 

 

 
 

3. METHODOLOGY OF USING LLM FOR AUTOMATIC EVENT EXTRACTION 

 

Our EventGPT application, initially designed for gold corpus creation and synthetic data 
generation in Lithuanian, has been expanded to support the objectives of this research. We 

implemented automatic event extraction in Lithuanian using few-shot prompting methodologies, 

leveraging both Google Gemini and OpenAI GPT via API. Additionally, we integrated features 
for the automatic evaluation of each approach, enabling us to easily obtain results. These 

enhancements utilize a pre-built framework and incorporate a novel technique. 

 

3.1. Framework 

 

The framework designed for event extraction consists of four key components: 
 

Task Description: In this section, the language model is tasked with identifying one of two 

specific event types, if applicable, and generating a structured, labeled output. 
 

Definitions: Instead of providing exact definitions, a reference is made to the conference where 

these two event types were described, with the expectation that the LLM will already know this 

information. 
Example: A well-crafted example is given, demonstrating how the structured output should be 

formatted, serving as guidance for the model. 

 
Task Sentence: This part includes the sentence that needs to be labeled as either an event or not 

an event. 

 

According to this framework, prompts are automatically generated for each sentence, following 
the structure outlined in the framework. As illustrated in Table 3, the prompt consists of a task 

description, relevant references, a sample structured output, and the specific sentence to be 

classified as an event or non-event. 
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Table 3: Event Extraction Prompt Example 

 

 
 

3.2. Combined Approach 
 

A novel LLM combination, referred to as the Combined Approach (CA) for EE, is introduced. In 

this method, both models are prompted for event extraction on each sentence. Upon receiving 
outputs from both models, two scenarios can occur: Combined Approach OR (CA OR) and 

Combined Approach AND (CA AND). 

 
In CA OR, an event is considered identified if either of the models detects it. 

 

In CA AND, the event is only recognized if both models agree on the event type and structure. 

This combined approach allows leveraging the strengths of multiple models to handle the 
complexity of event extraction tasks. 

 

3.3. Layered Prompting Approach 

 

A novel layered prompting approach (LPA) for event extraction (Fig. 1) is proposed, where an 

initial prompt is followed by two subsequent layers applying stressed prompting [32]. 

 

 
 

Figure 1: Layered Prompting Approach 

 



Computer Science & Information Technology (CS & IT)                                          179 

  

First Layer – Initial Prompting (IP): In this stage, the language model is asked to provide an 
output based on the previous described framework and example in Table 3. The model then 

classifies the sentence as either an event or not an event. 

 

Second Layer – Stressed Prompting (SP): If the LLM does not classify the sentence as an event in 
the first layer, the SP provides explicit definitions of the event types and prompts the model to 

reassess whether the sentence is not an event. An exampleis provided in Table 4. If the LLM 

classifies the sentence as an event, specific definitions and key points related to the classified 
event type are highlighted, prompting the model to confirm the accuracy of its decision.An 

example is in Table 5. 

 
Third Layer – Second Stressed Prompting (SSP): If the sentence was initially classified as not an 

event but, after the SP, the model changes its decision, a second round of stressed prompting is 

applied. The model is asked once more to confirm its decision, with a strong emphasis on the key 

points and definitions related to the event type. 
 

This layered approach ensures a thorough evaluation of each sentence, allowing the model to 

reconsider its decisions with more detailed information in each subsequent layer. 
 

Table 4: Stress Prompting after Positive EE 
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Table 5: Stress Prompting after Negative EE 

 

 
 

4. EXPERIMENT 
 

To evaluate the effectiveness of large language models in event extraction tasks for Lithuanian, a 

series of experiments were conducted using a predefined framework. The focus was on 
comparing the performance of various prompting methodologies and models to identify their 

strengths and limitations in this context. 

 

4.1. Experimentation and Evaluation 

 

The experiment benchmarked the performance of the latest language models from Google and 
OpenAI available at the time of the study. Utilizing the pre-designed framework and the 

EventGPT application, for automatic prompting and annotation of events according to the output 

was conducted on the dataset of which we have a gold corpus using different models and 
approaches. Following the event extraction process, the performance of each model was 

evaluated against a manually annotated golden corpus to measure its effectiveness. 

 

The evaluation metrics employed in the study include:  
Accuracy: The overall correctness of the event classification. 

Precision: The proportion of true positive event classifications among all positive classifications 

made by the model. 
Recall: The ability of the model to identify all relevant events within the dataset. 

F1-Score: The harmonic mean of precision and recall, providing a balanced measure of a model's 

performance in event extraction. 
 

These metrics offered a comprehensive assessment of the models' ability to extract and classify 

events compared to the human-annotated dataset. Benchmarking results are provided in Table 6. 
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Table 6: LLM Results Comparison 

 

 
 

4.2. Discussion 

 

The accuracy results across all models are generally high, indicating that they perform well in 
event extraction tasks. Gemini Flash, however, shows slightly lower accuracy compared to the 

other models. This indicates that while the models are proficient in accurately classifying events, 

Gemini Flash may face challenges with specific aspects of the task. 
 

When looking at Precision, we see more variability. Precision, which measures the model's 

ability to avoid false positives, reveals that some models are prone to predicting events that do 
not exist. Gemini Flash performs notably poorly in this metric, indicating a high rate of false 

positives. Even after applying the Layered Prompting Approach, Gemini Flash's precision 

decreases further. Interestingly, GPT-mini achieves the highest precision, implying it is more 

conservative in labeling events, which may reduce false positives but might miss some actual 
events. 

 

Recall, which evaluates the model's capability to identify all true events, varies across models. 
Gemini Flash demonstrates strong recall, indicating its ability to detect a high number of events. 

However, this strength is offset by reduced precision, as it frequently misclassifies non-events as 

events. This high recall, paired with low precision, suggests that Gemini Flash is overly 

aggressive in event identification. The LPA increases recall further but reduces precision, which 
seems to result in more balanced outcomes. Gemini Pro with LPA shows improvements in both 

precision and recall, which is an impressive feat, highlighting its ability to better balance event 

detection and accuracy. 
 

Lastly, the F1-score, which harmonizes precision and recall, serves as a comprehensive metric for 

comparing model performance. The Combined Approach using GPT-4o and Gemini Pro with the 
OR condition achieves the best F1-score, meaning that this combined model strikes the best 

balance between precision and recall. On the other hand, both lightweight models, GPT-4o mini 

and Gemini Flash, demonstrate the lowest F1-scores, showing that they struggle to balance event 

identification with avoiding false positives. This suggests that while these models may perform 
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well on certain tasks, they are less effective for this specific event extraction task compared to 
their more advanced counterparts. 

 

5. CONCLUSION 

 

The results of our experiment demonstrate that language models achieved satisfactory 
performance in extracting events in Lithuanian. However, the quality of these models varied 

based on the prompting methodology employed, highlighting the need for experimentation with 

different approaches. To further enhance performance, incorporating additional layers of 
prompting and employing more sophisticated prompt frameworks and methodologies could prove 

beneficial. 

 

These findings underscore the potential of LLMs, such as OpenAI GPT and Google Gemini, for 
tackling event extraction tasks in under-resourced languages like Lithuanian. This research 

suggests that while current models perform well, there is room for improvement through refining 

prompt strategies and enhancing methodological frameworks, which may result in more accurate 
and reliable event extraction outcomes. 

 

5.1. Limitations 

 

Despite the promising results in this study, one important limitation needs to be acknowledged. 

The availability of annotated datasets for Lithuanian is very limited. As the research only utilized 
two event types from the MUC framework for evaluation, this limits the generalizability of the 

findings to other event types or domains. Furthermore, although few-shot prompting approaches 

demonstrated satisfactory performance, their effectiveness is highly dependent on the complexity 
and clarity of the task. They may still lag behind fully supervised models fine-tuned on extensive 

datasets. 

 

5.2. Future Work 
 

To overcome these limitations, future work could explore several directions. Firstly, expanding 
the range of event types and datasets used for training and evaluation would enable a more 

thorough analysis of the models' generalization capabilities. Creating more gold-standard corpora 

for would be a significant step forward.  

 
Finally, future research could also experiment with more advanced prompting techniques, such as 

dynamic or adaptive prompting, where the model refines its prompts based on its own 

performance and feedback. Additionally, integrating more layers of prompting or multi-step 
reasoning techniques like chain-of-thought prompting could further enhance the performance, 

particularly for more complex event types or scenarios where the context is less straightforward. 
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