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Abstract. Since the development of deep learning technology, various new technologies have emerged
one after another, greatly facilitating our daily lives. However, the development of these technologies has
also brought some troubles, among which Deepfake technology is a typical example. Deepfake technology is
mainly used to generate false pictures and videos, or modify real pictures and videos to achieve the purpose
of deception. In the early days of this technology, people could often distinguish the authenticity with the
naked eye. However, as the technology matures, the generated pictures and videos become more and
more realistic, and many criminals have begun to use this technology to commit economic fraud, produce
illegal pornographic content, distort political facts and other illegal acts. In order to better understand
the importance of Deepfake detection and its related technologies, this article sorts out the main Deepfake
detection technologies from 2018 to 2024. We briefly explain the various methods mentioned in the work
and organize them into a table form. At the same time, we also set up a series of Q&A sessions, the purpose
of which is to comprehensively introduce Deepfake technology and its detection methods from multiple
perspectives, so as to help readers fully understand the latest developments and challenges in this field.
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1 INTRODUCTION

In recent years, the rapid development of artificial intelligence has brought numerous op-
portunities to society and challenges and risks, becoming a focal point of attention for
countries worldwide. Mainly, Deepfake technology, a significant branch of artificial in-
telligence, has rapidly evolved and found widespread application. This technology has
demonstrated immense potential in creative media, film production, and personalized en-
tertainment and has sparked extensive ethical and legal controversies.

Deepfake technology combines deep learning and fake images, videos, audio, people,
or scenes. As shown in Fig.1, Deepfake can be traced back to the MCP model in 1943[1],
an early milestone in artificial intelligence. The development of Deepfake includes face
replacement technology in the 1994 movie ”Forrest Gump,” which not only promoted
technological innovation but also laid the foundation for public acceptance. By 2012, deep
learning technology caused a research boom and brought revolutionary changes to image
processing. In 2014, generative adversarial networks (GANs)[2] introduced a key technol-
ogy for generating realistic deepfake content. In 2017, the first appearance of the term
”deepfake” began to attract widespread attention from the public and academia. In 2018,
the first political news about deepfakes highlighted the application of this technology in the
political field and triggered numerous ethical and legal discussions. By 2024, the Deepfake
incident in South Korea pushed these discussions to the world, causing people to think
deeply about issues such as politics, pornography, privacy, and security, highlighting the
far-reaching impact and challenges brought by deepfakes.

In the face of the challenges brought by deepfakes, many researchers have proposed
a series of countermeasures. This work will focus on the detection methods for deepfake
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Fig. 1. The development of deepfake

images and videos. By analyzing the deepfake detection technology from 2018 to the
present, we can observe the progress of technology, the evolution of methods, and the
changes in data. Since 2018, research on deepfake detection has increased yearly, and 2024
has witnessed a booming development in this field. In addition, this work summarizes the
database of deepfake images and videos for reference. This review will show how these
detection technologies have developed to cope with the increasingly complex Deepfake
generation technology.

This work is organized as follows: Section 1 introduces the background of Deepfake
and its impact on society. Section 2 details the different types of Deepfake and the pro-
cess of forged information generation. Section 3 lists the databases currently available for
Deepfake detection, covering video and image materials. Section 4 is a method review that
summarizes the research results of Deepfake detection from 2018 to the present. Section
5 discusses legal issues. Section 6 sets up a series of Q&As about deepfakes. Section 7 dis-
cusses and outlines the development process in recent years and explores future research
directions. This structure aims to comprehensively analyze the development of Deepfake
technology and evaluate its social impact while guiding future research.

2 DEEPFAKE

Fig. 2. Face swapping
Fig. 3. Face synthesis (Solid cir-
cles represent existing face im-
ages, and dotted circles repre-
sent new face synthesized by
deep learning methods)

Fig. 4. Facial attribute and ex-
pression manipulation
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In [3] 2018, Deepfake is defined as a technology that allows the face of one individual
to be replaced with that of another in visual content called Face swapping as illustrated
in Fig.2. As technology has advanced, the applications of Deepfake have expanded beyond
merely replacing faces; it now encompasses the creation of entirely new images and videos.
Fig.3 presents an instance of Face synthetic generation, where the solid circle indicates an
actual face image, and the dotted circle depicts a newly generated face crafted by deep
learning techniques from a composite of features derived from various individuals. This
synthesis includes not only facial features but also hairstyles and body structures.

Another common category of Deepfakes is facial attribute and expression manipulation
as shown in Fig.4. This technique adjusts an individual’s expression by modifying specific
facial features, such as eyes and eyebrows, thereby changing the emotion conveyed by an
image or video. For example, an image that originally showed a happy expression could
be adjusted to express anger, changing the emotional context of the content and the
audience’s perception.

Deepfake technology usually involves a combination of multiple neural networks, among
which the Generative Adversarial Networks (GANs) [2] that emerged in 2014 have become
the core technology of Deepfake. GAN consists of two parts: one is the generator (G), and
the other is the discriminator (D). The task of the generator is to create realistic fake
samples, while the task of the discriminator is to determine whether the sample is real.
The two networks play an adversarial game during the training process. The generator
constantly learns how to make images that are difficult to distinguish from real samples,
while the discriminator strives to improve its ability to identify these fake samples. After
the training is completed, the discriminator is usually discarded, and only the generator
is used to produce high-quality, realistic images. This method is effective in generating
detailed and highly realistic visual content.

Due to the powerful capabilities of Generative Adversarial Networks (GANs), re-
searchers have developed a variety of improved GAN methods, including conditional gen-
erative adversarial networks (CGANs)[4], cycle-consistent generative adversarial networks
(CycleGANs)[5], ProGANs[6], StyleGANs[7], BigGANs[8], and GauGANs[9]. Each vari-
ant is optimized for specific applications and challenges, such as finer image detail control,
cross-domain image conversion, high-resolution image generation, and highly realistic nat-
ural scene rendering.

In addition, there is a Deepfake technology based on the encoder-decoder architecture,
which is used to manipulate or generate highly realistic visual and audio content. The
encoder is a neural network that processes input data (such as images or video frames)
and compresses it into a low-dimensional representation, namely the latent space or hidden
state. This process involves extracting essential features from the input while discarding
redundant information. The encoder is able to capture the identity, expression, and other
relevant attributes of the source material through learning.

The decoder is another neural network that receives the compressed data from the
encoder and reconstructs it into the desired output form. In the Deepfake generation
process, the decoder is responsible for creating the final manipulated image or video by
applying the learned features to the target face or scene. The main task of the decoder is
to ensure that the output content is seamless and naturally retains the characteristics of
the target.

In encoder-decoder architecture, variational autoencoders (VAEs)[10] are particularly
popular. VAEs introduce the concept of a probability distribution, allowing the generator
to explore the latent space, thereby producing new and diverse outputs, which makes the
generated Deepfake content more realistic and varied.
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At the same time, the successive emergence of diffusion models[11] also provides signif-
icant support for Deepfake technology. This model generates visual content by gradually
guiding the transformation from a noise distribution to a data distribution. Its excellent
detail capture and high-quality image generation capabilities significantly improve the
naturalness and realism of synthesized images, making the generated false content more
difficult to distinguish.

3 DATASET

We screened and introduced some of the more popular and featured Deepfake datasets
from 2018 to 2024. These datasets are widely used in the research of deepfake detection
and generation technology, and each dataset has its unique contributions and application
scenarios. As shown in Table 1, these datasets provide a wide range of coverage from video
face swapping to audio tampering.

For example, FaceForensics++[15] and DFDC (DeepFake Detection Challenge)[16]
provide a large number of high-quality video samples, especially for training and testing
more advanced detection algorithms. Datasets such as Celeb-DF[17] and DeeperForen-
sics[18] focus on generating high-quality Deepfake videos that are difficult to detect to
test the boundaries of detection technology. ForgeryNet[19] and DeepFake MNIST+[20]
provide a platform for multi-task learning, aiming to improve algorithms’ versatility by
identifying multiple types of tampering.

In addition, with the continuous advancement of technology, culturally and language-
specific datasets such as KoDF[21] have begun to appear, focusing on generating and
detecting Deepfakes for specific groups. Audio tampering detection has also gradually
gained attention. The WaveFake[22] and FakeAVCeleb[28] datasets are explicitly designed
for audio deepfake detection. To meet more complex challenges, datasets such as LAV-
DF[27] and GOTCHA[29] focus on capturing subtle traces in generating deepfakes, further
enhancing the depth and accuracy of detection technology.

New datasets such as WildDeepfake[23], OpenForensics[24], FFIW10K[25], DeePhy[26],
DFDM[30], AV-Deepfake1M[31], CIFAKE[32], and DF40[33] have further broadened the
depth and breadth of research, each contributing to the solution of challenges and the
advancement of technology in its specific way. Overall, the design of these datasets reflects
the diverse challenges and application scenarios faced by deepfake technology. They not
only promote the development of technology but also provide researchers with a platform
to experiment and verify new methods.

As shown in Table 1, many studies use three databases, FF++, Celeb-DF, and DFDC,
for Deepfake detection testing. The widespread use of these datasets not only shows their
popularity in academia, but also reflects that they provide a standardized and comparable
evaluation platform for Deepfake detection algorithms. Although some studies have per-
formed very well on FF++, even achieving near-perfect detection rates (such as 99.99% or
even 100%), this high performance indicates that existing detection methods can effectively
identify Deepfake content in this dataset.

However, this high performance may also imply that these datasets are relatively out-
dated and may not fully represent the latest developments in current Deepfake generation
technology. For example, with the advancement of generative adversarial network (GAN)
technology, newly generated Deepfakes may have fewer recognizable artifacts and higher
visual quality, making them more difficult to detect than samples in earlier datasets such
as FF++. In addition, these datasets may fail to cover all possible Deepfake application
scenarios, such as different cultural backgrounds, different lighting conditions, and complex
background noise, which are extremely common in real-world applications.
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Therefore, while existing datasets are critical to developing and testing Deepfake de-
tection techniques, the research community should also focus on developing more datasets
that include modern Deepfake techniques and more challenging scenarios. This will not
only better evaluate the actual effectiveness of existing techniques, but also promote the
continued advancement of detection technology to address the evolving Deepfake threat.

4 Literature review

In this section, we will introduce and discuss the relevant works from 2018 to the present
in detail, arranged in chronological order. We will show the main progress in technical
methods, tool applications, and theoretical frameworks over the years according to the
year of publication of the research. In addition, the contribution of each study and its
position in the existing technology are analyzed to provide a deep understanding of the
evolution of Deepfake detection technology. In this way, we hope to grasp the overall trend
of the development of this field.

4.1 2018-2020

2018 As shown in Table 2, several representative methods emerged for the initial deep-
fake image detection task in 2018. Tariq, Shahroz, et al.[34] proposed a neural network
(Ensemble ShallowNet) method based on ensemble learning to detect fake face images
generated by GAN and artificially produced at different resolutions. McCloskey, Scott, et
al.[35] observed the characteristics of the Deepfake images at the time and used color clues
to distinguish between GAN-generated and camera-created images.

Meanwhile, in the field of deepfake video detection, Li, Y.[36] Because the images
generated by deepfake technology at the time could only reach a limited resolution, the
generated images needed to be distorted to fit the faces in the source video, and the image
distortion process would leave recognizable artifacts in the video. By using a convolutional
neural network (CNN) to capture these artifacts, Deepfake videos were distinguished from
the original videos. Similarly, Li, Yuezun, et al.[37] found that deepfake videos were in-
sufficient in simulating the natural biological phenomenon of blinking, so they developed
a method based on blinking detection. Using the local convolutional recurrent network
(LCRN) model, the naturalness of blinking movements is analyzed to identify Deepfake
videos. The disadvantage of this method is that it can only identify missing blinks. Com-
pared with these two methods, Güera, David, et al.[38] proposed an automatic detection
method that combines convolutional neural networks (CNN) and recurrent neural net-
works (LSTM), utilizing the image processing capabilities of CNN and the time series data
processing capabilities of LSTM, significantly improving the recognition rate of Deepfake
videos and achieving an accuracy of 97.1%. In Afchar, Darius, et al.[39], it is believed that
traditional image forensics techniques are usually not suitable for videos because compres-
sion can seriously reduce data quality. They proposed two detection networks, Meso-4 and
MesoInception-4, both of which have fewer layers and parameters and focus on using the
mesoscopic features of images for analysis. These networks have shown up to 98% and 95%
accuracy in detecting Deepfake and Face2Face. In addition, there are detection methods
based on photo response non-uniformity (PRNU) analysis[40] and CNN[13] [41] [42].

2019 In 2019, there were some new developments in the field of Deepfake detection
research. First, the study by Matern et al.[43] reviewed the facial processing technology
at the time and its characteristic artifacts during the processing, such as eyes, teeth, and
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Table 1. List of Deepfake Dataset (From 2018 to 2024)

DATASET YEAR TYPE SIZE WORKS

FaceForensics[12] 2018 Video 1,004 Real videos 2,008
Fake videos

[45][53]

Fake Faces in the Wild(FFW)[13] 2018 Image 53000 Real/Fake images [13]
DeepfakeTIMIT[14] 2018 Audio-Video 320 Real videos 640 Fake

videos
[23][49][68][97]

FaceForensics++ [15] 2019 Video 1000 Real videos 4000
Fake videos

[23][46][47][60][61]
[62][64][66][67][68][70]
[71][72][73][74][75][76]
[77][78][79][81][82][84]
[86][87][88][89][90][91]
[92][93][94][95][96][97]
[100][101][102][105][106]
[107][108][109][110][111]
[112][113][114][115][116]
[117][118][120][122]

DFDC [16] 2019 Video 23,654 Real videos
104,500 Fake videos

[54][61][62][68][69][73]
[75][77][85][87][88][89][90]
[91][92][94][95][97][102]
[103][105][106][107][108][109]
[110][111][115][116][117][118]
[119][120][122]

Celeb-DF [17] 2020 Video 590 Real videos 5,639
Fake videos

[54][58][61][66][67][68]
[70][71][73][74][75][77]
[78][82][84][85][86][88]
[89][90][91][92][93][94]
[95][96][100][102][103][105]
[106][107][108][109][110][111]
[112][113][114][115][116][117]
[118][122]

DeeperForensics [18] 2020 Video 1000 Real/Fake videos [67][89][91][92][106][107]
[109][111][112][113][114]

ForgertNet [19] 2021 Video/Image 99,630 Real videos
121,617 Fake videos

-

DeepFake MNIST+ [20] 2021 Video 10,000 Real/Fake videos -
KoDF[21] 2021 Audio-Video 62,166 Real videos and

175,776 Fake videos
[99]

WaveFake[22] 2021 Audio-Video -
WildDeepfake[23] 2021 Video/Image 3805 Real videos 3509

Fake videos
[23][75][82][85][90][91]
[95][96][111][117][120]

OpenForensics[24] 2021 Image 45,473 Real image 70,325
Fake image

-

FFIW10K[25] 2021 Video 10,000 Real/Fake videos [118]
DeePhy[26] 2022 Video 100 Real videos 5,040

Fake videos
-

LAV-DF[27] 2022 Audio-Video 36,431 Real videos
99,873 Fake vides

-

FakeAVCeleb[28] 2022 Audio-Video 500 Real videos 19,500
Fake videos

[97][99]

GOTCHA[29] 2022 Video 56,247 Real/Fake videos -
DFDM[30] 2022 Video 6,450 Real and Fake

videos
-

AV-Deepfake1M[31] 2023 Audio-Video 286,721 Real videos
860,039 Fake videos

-

CIFAKE[32] 2024 Image 60,000 Real/Fake images -
DF40[33] 2024 Video/Image 1M+ Real/Fake videos -
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facial contours. The study claimed that relatively simple visual artifacts could be very
effective in exposing such operations, including Deepfakes and Face2Face. This method
is similar to the study by Li, Y.[36], both observing artifacts to identify Deepfakes, but
Matern et al.[43] have more human involvement. Yang, Xin, et al. [44] from the same team
as Li, Y.[36] proposed a new method using SVM classifiers to identify erroneous artifacts
in synthetic face areas, which relatively requires less human involvement.

In applying convolutional neural networks, Nguyen, HH., et al.[45] used capsule net-
works to detect Deepfakes. This network was used for detection after extracting the latent
features of VGG-19. The study also compared the performance of Capsule-Forensics-Noise
containing random noise and standard Capsule-Forensics, showing that it is better than
the method of Afchar, Darius et al.[39] on the FF[12] database. In October of the same
year, an extended article on this method was published [46], and several modifications and
two regularizations were introduced to enhance its performance; Sabir, Ekraam, et al.[47]
combined the circular convolution model with face alignment technology. Experiments
found that the face alignment based on landmarks combined with a bidirectional circular
dense network performed best in facial manipulation detection in videos. D. Cozzolino et
al. [48] proposed the ForensicTransfer (FT) neural network for image-level Deepfake de-
tection, aiming to solve the problem of CNN’s performance degradation in the detection
of unknown forgery methods, showing an efficient performance of 95%.

Fig. 5. Proposed method of Nguyen, HH., et al.[46]

In addition to traditional feature descriptors, Akhtar et al.[49] conducted a critical
study to evaluate the potential of local feature descriptors in face-swapping detection.

Work Deepfake Method

Tariq, Shahroz, et al. [34] Image Ensemble ShallowNet
McCloskey, S, et al.[35] Image Color clues

Li, Y.[36] Video Artifacts;CNN
Li, Yuezun, et al.[37] Video Eye blinking

Güera, David, et al. [38] Video CNN and LSTM
Afchar, Darius, et al.[39] Video Meso-4 and MesoInception-4
Koopman, M, et al [40] Video PRNU analysis
Do, Nhu-Tai, et al. [41] Video CNN-Based
Badale, Anuj, et al.[42] Video CNN-Based

Table 2. Deepfake detection research in 2018
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Work Deepfake Method

Matern, et al.[43] Image Artifacts
Yang, Xin, et al [44] Image Artifacts+SVM

Nguyen, HH., et al.[45] Video Capsule-Forensics
Nguyen, HH., et al.[46] Video Enchanced Capsule-Forensics
Sabir, Ekraam et al.[47] Video RNN+Face align
D. Cozzolino et al. [48] Image ForensicTransfer

Akhtar, et al.[49] Video LBP, FDLBP etc.
Kharbat, et al. [50] Video HOG,ORB etc.+ SVM
Dorević, et al.[51] Video SIFT
Zhang, et al.[52] Video ELA and DL

Table 3. Deepfake detection research in 2019

They tested ten widely used local descriptors, including LBP, FDLBP, QLRBP, BGP,
LPQ, BSIF, CENTRIST, PHOG, SIFT, and SURF. The experiment was conducted on the
DeepfakeTIMIT[14] database, and the results showed that these local descriptors are very
effective in identifying low-quality manipulated faces. Still, their performance decreases
when processing high-quality manipulated samples. At the same time, Kharbat et al.
[50] also used local descriptors and SVM classifiers for Deepfake video detection. Unlike
Matern et al.[43], the Kharbat team chose feature point extraction methods, including
HOG, ORB, BRISK, KAZE, SURF, FAST, etc. Their research results show that the SVM
method trained with feature detector descriptors can effectively detect fake videos, among
which HOG performs best in Deepfake detection; Dorević et al.[51] used SIFT features to
analyze Deepfake videos. By matching key points between consecutive frames, this study
verified the effectiveness of traditional feature descriptors in distinguishing original videos
from forged videos. Zhang et al.[52] proposed a new model based on deep learning and error
level analysis (ELA) detection. The ELA method can significantly improve the training
efficiency of the CNN model, and the detection accuracy can reach more than 97%. The
above techniques are briefly summarized in Table 3.

2020 By 2020, the application of deep learning in deepfake detection will have increased.
As shown in Table 4, Kumar et al. [53] proposed a method to detect Deepfake videos by
learning regional artifacts. The study used five parallel ResNet-18 models, four of which
focused on learning local and regional artifacts, and one model was used to understand
the overall effect of facial reproduction. On the uncompressed FaceForensics database, the
detection accuracy of this method reached 99.96%. Ranjan et al. [54] analyzed the perfor-
mance of the transfer learning convolutional neural network framework in the Deepfake
detection task. The results showed that transfer learning significantly improved single-
domain classification accuracy and generalization ability. Guarnera, Luca, et al. [55] ex-
tracted local features specific to the deep learning convolution generation process through
the expectation maximization (EM) algorithm to simulate the ”fingerprints” left in the
image generation process.

In addition, some studies have adopted traditional methods to detect Deepfake videos.
For example, Younus et al. [56] used the Haar wavelet transform to analyze the sharpness
and type of edge of the facial area in the video to quickly and effectively detect Deepfake
videos. Kawa et al. [57] proposed an enhancement method based on [39] image-level de-
tection research and designed a new activation function Pish. Experimental results show
that MesoNet equipped with the Pish activation function outperforms the baseline model
under resource-constrained conditions. At the same time, De Lima, Oscar, et al. [58] eval-
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uated the effects of different action recognition networks in Deepfake detection and found
that the R3D network outperformed other models in performance.

Fig. 6. Proposed method of Wang, R. et al.[59]

Meanwhile, researchers have proposed innovative networks. Wang, R. et al.[59] and
Rana et al. [60] proposed FakeSpotter and DeepfakeStack, respectively. FakeSpotter is
the first method to detect AI-generated fake faces based on monitoring neuronal behav-
ior, showing strong robustness against common perturbation attacks. DeepfakeStack is
an ensemble learning method with a detection accuracy of 99.65% and F1-SCORE and
accuracy close to 1. In addition, Du, Mengnan, et al.[63] proposed the Locality-Aware
AutoEncoder (LAE) method, while Zi, Bojia, et al.[23] proposed the Attention-Based
Deepfake Detection Network (ADDNets). Dong, Xiaoyi, et al.[65] introduced the identity-
driven ”Outerface” algorithm.

Fig. 7. Proposed method of Rana et al. [60]
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Work Deepfake Method

Kumar et al.[53] Video Five parallel ResNet-18
Ranjan et al.[54] Video Transfer learning CNN
Luca et al. [55] Video EM +DL
Younus et al.[56] Video Haar wavelet transform
Kawa et al. [57] Image MesoNet with Pish

Lima, Oscar et al. [58] Video Action recognition networks
Wang, R. et al.[59] Video FakeSpotter
Rana et al. [60] Video DeepfakeStack

Nirkin, Y., et al. [61] Video XceptionNet
Chintha, Akash, et al.[62] Video modified XceptionNet
Du, Mengnan, et al. [63] Video LAE

Zi, Bojia, et al.[23] Video ADDNets
Pan, Deng, et al.[64] Video Xception and MobileNet

Dong, Xiaoyi, et al. [65] Video Outerface
Xie, Daniel, et al.[66] Video AlexNet

Table 4. Deepfake detection research in 2020

Regarding detection technology using XceptionNet, Nirkin, Y., et al. [61] significantly
improved the performance of traditional classifiers by training two different signals based
on the Xception network to detect the difference between faces and backgrounds. Chintha,
Akash, et al.[62] modified the XceptionNet architecture and introduced edge and optical
flow maps to help isolate Deepfakes at the instance and video levels, significantly improv-
ing detection accuracy. Pan, Deng, et al.[64] compared the performance of Xception and
MobileNet in Deepfake detection, and the results showed that Xception performed better.
Xie, Daniel, et al.[66] used an improved light-weight version of AlexNet to identify real and
fake videos and performed exceptionally well in the Celeb-DF database, with an accuracy
of 98.85%.

The trend of deepfake detection technology development from 2018 to 2020 shows that
with the advancement of deepfake generation technology, the artifact problem has received
widespread attention in early research. However, such research has gradually decreased
over time. This reflects that Deepfake technology is constantly evolving to cope with
increasingly sophisticated detection technology. In 2019, we observed a unique phenomenon
in which some researchers began to try to apply traditional technologies in image forgery
detection to deepfake detection. The practice has proved that these conventional methods
are, in fact, feasible. Still, with the development of deep learning technology, the technique
of active feature extraction has gradually become less efficient than automatic feature
extraction. The technological progress in 2020 has verified the advantages of deep learning
in improving detection efficiency and accuracy.

4.2 2021-2023

2021 In 2021, innovations in artifact detection, traditional image processing techniques,
application of Vision Transformer, unsupervised learning methods, and methods based on
spatial and temporal features. As shown in Table 5.

Trinh, Loc, et al.[67] proposed a Dynamic Prototype Network (DPNet) that uses dy-
namic representations (i.e., prototypes) to explain deepfake temporal artifacts. It consists
of the feature encoder, the prototype layer, the fully connected layer, and the tempo-
ral logic verifier to improve the interpretability and credibility of the model. Based on
traditional image processing techniques, Xu, Bozhi, et al.[68] combined traditional im-
age processing techniques such as gradient, standard deviation, gray-level co-occurrence
matrix, and wavelet transform and detected Deepfake videos through SVM.
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Since the advent of ViT, some researchers have tried to apply it to deepfake detection.
Wodajo et al. [69] proposed a convolutional visual transformer combining the advantages
of CNN and ViT. In this model, CNN is first used as a front-end to extract learnable
features, and then these features are input into ViT, which uses its attention mechanism
to analyze these features further and classify them. This shows that combining CNN with
ViT is an effective strategy for capturing the nuances in Deepfake-generated content.
Kaddar, Bachir, et al.[79] also proposed the HCiT method, which combines CNN and
ViT. CNN is used to efficiently extract features from video frames, while ViT uses its
self-attention mechanism to process these features and perform deep classification. This
combination takes advantage of the powerful ability of CNN in feature extraction and the
ability of ViT to focus on essential parts in processing sequence data, thereby providing
higher accuracy and better result interpretation in detecting Deepfake videos.

Fig. 8. Proposed method of Wodajo et al.[69]

Fung, Sheldon, et al.[70] designed a novel deepfake detection method based on unsu-
pervised methods. First, two different transformed versions of the image are generated and
input into two consecutive sub-networks, namely the encoder and the projection head. Un-
supervised training is achieved by maximizing the correspondence of the projection head
output.

Based on the space-based methods, Chen, Hong-Shuo, et al.[71] use the principle of
successive subspace learning (SSL) to extract features from various parts of face images
automatically. Ismail, Aya, et al.[74] proposed a new model, InceptionResNetV2-XGBoost,
to learn spatial information and then detect the authenticity of the video. Gu, Zhihao, et
al.[75] proposed the spatiotemporal inconsistency learning (STIL) process and instantiated
it as a new STIL block, which consists of a spatial inconsistency module (SIM), a temporal
inconsistency module (TIM), and an information supplementation module (ISM). A new
temporal modeling paradigm is proposed in TIM by exploiting the temporal differences of
adjacent frames and horizontal and vertical directions.

There are other detection methods. Kim, Minha, et al.[72] adopt the representation
learning (ReL) and knowledge distillation (KD) paradigms to introduce the feature repre-
sentation transfer adaptation learning (FReTAL) method based on transfer learning. Zhao,
Hanqing, et al.[73] formulate deepfake detection as a fine-grained classification problem
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Work Deepfake Method

Trinh, Loc, et al.[67] Video DPNet
Xu, Bozhi, et al.[68] Video Traditional method+ SVM
Wodajo et al. [69] Video CNN+ViT

Fung, Sheldon, et al.[70] Video Unsupervised method
Chen, Hong-Shuo, et al.[71] Video SSL

Kim, Minha, et al.[72] Video FReTAL
Zhao, Hanqing, et al.[73] Video Multi-attention method
Ismail, Aya, et al.[74] Video InceptionResNetV2-XGBoost
Gu, Zhihao, et al.[75] Video STIL

Zhao, Tianchen, et al.[76] Video PCL
Das, Sowmen, et al.[77] Video Face-Cutout
Zhao, Lei, et al.[78] Video MFF-Net
Bachir, et al.[79] Video HCiT

Table 5. Deepfake detection research in 2021

and propose a new multi-attention deepfake detection network. Zhao, Tianchen, et al.[76]
introduce a new representation learning method called pairwise self-consistent learning
(PCL) to train ConvNets to extract these source features and detect deepfake images.
Das, Sowmen, et al.[77] propose a simple data augmentation method called Face-Cutout.
This method uses facial landmark information to cut out image regions dynamically. Zhao,
Lei, et al.[78] propose a deepfake detection network that fuses RGB features and texture
information extracted by neural networks and signal processing methods, namely MFF-
Net.

2022 As shown in Table 6, Jeong, Yonghyun et al.[80] proposed a Deepfake image detec-
tion method called Bilateral High-Pass Filter (BiHPF). This method uses two high-pass
filters (HPF) to amplify the frequency-level artifacts that are commonly found in images
synthesized by generative models. Among them, the frequency-level HPF is used to en-
hance the artifact amplitude in the high-frequency component, while the pixel-level HPF
is used to emphasize the changes in background pixels in the pixel domain. This method
mainly relies on Fourier transform and its inverse transform. Based on frequency artifacts,
Jeong, Yonghyun et al.[81] further proposed a strategy of using GAN to treat GAN in a
subsequent paper[81], by generating frequency-level perturbation maps (Frequency-Level
Perturbation Maps), making the generated images indistinguishable from real images in
the frequency domain, and integrating this information into detector training to improve
the sensitivity of detection. Chen, Liang et al.[83] also adopted a similar strategy of using
GAN to treat GAN, using synthesizers and adversarial training frameworks to dynami-
cally generate forgeries. By training to recognize generated fakes, the network can learn
more powerful feature representations and produce a more general deepfake detector.

The application of ViT continues to make progress in the field of Deepfake detec-
tion. Khormali et al[82] is different from ([69][79]) who also use ViT. This method does
not rely on CNN and proposes a transformer model developed mainly for deepfake de-
tection tasks. This method has achieved excellent performance of 99.41%, 99.31% and
81.35% in FaceForensics++, Celeb-DF (V2), and WildDeepfake. Wang, Junke, et al.[84]
proposed the Multi-modal Multi-scale TRansformer (M2TR) method, which uses a multi-
scale transformer based on Transformer to detect local inconsistencies at different scales
and uses frequency features to improve robustness. Wang et al.[86] proposed a method
called LiSiam, in which the feature extractor based on the twin network takes the original
image and the corresponding quality-degraded image as paired inputs and outputs two
segmentation maps. A local invariance loss is further proposed to impose local consistency
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Fig. 9. Proposed method of Guan, Jiazhi, et al.[88]

between the two segmentation maps. A Mask-guided Transformer is designed to capture
the co-occurrence between the forged area and its surroundings. A multi-task learning
strategy is used to obtain robust and discriminative feature representations, and multi-
ple objective functions are jointly optimized in an end-to-end manner. In other related
studies, Khan et al. [87] used two CNN networks, XceptionNet and EfficientNet-B4, as
feature extractors, and then input the extracted features into the Transformer for training.
For video-level detection, Guan, Jiazhi, et al.[88] proposed a Transformer-based Local &
Temporal-aware Transformer-based Deepfake Detection (LTTD) framework, which adopts
a local-to-global learning protocol, with special emphasis on the valuable temporal infor-
mation in local sequences. The common point of these methods is to use the powerful
features of Transformer to improve the accuracy and interpretability of Deepfake detec-
tion.

Other approaches should not be ignored. Hu, Juan, et al.[85] proposed a frame-based
inference detection framework (FInfer) designed for detecting deepfake videos with high
visual quality. Meanwhile, Kingra et al.[89] developed LBPNet, a network that exploits
texture inconsistencies to distinguish deepfake faces from real faces. The network uses
a convolutional neural network (CNN)-based model that focuses on analyzing the local
binary patterns (LBP) of deepfakes and original faces. This approach emphasizes the key
role of texture features in identifying and distinguishing deepfake content, demonstrating
the effective combination of traditional image processing techniques and modern machine
learning methods.

2023 By 2023, Deepfake detection research has reached a new high point. Table 7 sum-
marizes the progress of the relevant research. Ke et al.[90] proposed a detection method
for degraded deepfake videos called DF-UDetector. This method improves detection effi-
ciency by modeling degraded images and converting extracted features into high-quality
features. Yu, Yang, et al.[91] developed a new enhanced multi-scale spatiotemporal incon-
sistency amplifier (AMSIM), which contains a global inconsistency view (GIV) and a more
detailed multi-time scale local inconsistency view (MLIV). Zhao, Cairong, et al.[92] pro-
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Fig. 10. Proposed method of Ke et al.[90]

posed an Interpretable Spatiotemporal Video Transformer (ISTVT), which consists of a
novel decomposed spatiotemporal self-attention and self-reduction mechanism to capture
spatial artifacts and temporal inconsistencies for robust deepfake detection. BR, Shobha
Rani, et al.[93] adopted a different technology fusion approach, combining ResNet50 and
long short-term memory network (LSTM) to form a hybrid architecture. Li, Xin, et al.[94]
proposed an artifact disentanglement adversarial learning (ADAL) method to address the
problem that traditional supervised binary classification methods often extract a large
amount of information irrelevant to artifacts, which leads to performance degradation in
deepfake detection.

Applications based on ViT continue to develop steadily. The model proposed by Lin,
Hao, et al.[95] particularly emphasizes the combination of multi-scale convolution and vi-
sual transformers, using dilated convolution and depth-separable convolution to capture
more facial details and signs of tampering at different scales. Unlike traditional classifi-
cation methods, this model uses visual transformers to learn further and classify global
information of facial features. At the same time, Heo et al.[103] developed an efficient vi-
sual transformation model specifically for DeepFake detection, which can extract local and
global features simultaneously. Unlike the typical method of combining CNN and ViT, this
new method combines vector-concatenated CNN features and block-based localization to
point out the forged area. This method also introduces the concept of distilled labeling,
which improves the performance and generalization ability of the model by optimizing
logit in sigmoid function training using binary cross entropy. In response to the challenge
of diffusion model generating clearer and more detailed images, Aghasanli et al.[104] pro-
posed a detection scheme that combines a fine-tuned visual transformer (ViT) and a classic
classifier such as a support vector machine (SVM). This method demonstrates its explana-

Work Deepfake Method

Jeong, Yonghyun, et al.[80] Image BiHPF
Jeong, Yonghyun, et al.[81] Image Frepgan

Khormali et al.[82] Image DFDT ViT-based
Chen, Liang, et al.[83] Image GAN TO GAN
Wang, Junke, et al.[84] Image M2TR ViT-based
Hu, Juan, et al.[85] Video Finfer algorithm
Wang et al.[86] Image LiSiam
Khan et al. [87] Image Hybrid transformer

Guan, Jiazhi, et al[88] Video LTTD transformer-based
Kingra et al.[89] Image LBPNet

Table 6. Deepfake detection research in 2022
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Work Deepfake Method

Ke et al.[90] Image DF-UDetector
Yu, Yang, et al.[91] Video AMSIM

Zhao, Cairong, et al.[92] Video ISTVT
BR, Shobha Rani, et al.[93] Video Resnet50 + LSTM

Li, Xin, et al.[94] Image ADAL
Lin, Hao, et al. [95] Image ViT-based

Wu, Jianghao, et al.[96] Video Two-stream network
Salvi, Davide, et al.[97] Audio-Video Time-aware neural networks
Wang, Tianyi, et al.[98] Video Transformer-based

Feng et al[99] Audio-Video Anomaly detection
Tan, Lingfeng, et al.[100] Video FADE
Hou, Yang, et al.[101] Image StatAttack
Liang, Yufei, et al.[102] Image Two-stream network

Heo et al.[103] Video ViT-based
Aghasanli et al [104] Image ViT-based

Guo, Zhiqing, et al.[105] Image SFIConv
Shuai, Chao, et al.[106] Image Two-stream network

Table 7. Deepfake detection research in 2023

tory power by analyzing the support vector of SVM, proving the possibility of explaining
DeepFake detection through prototypes. In addition, Wang, Tianyi, et al.[98] proposed a
deep convolutional Transformer method to solve the problem that local features alone are
not enough to provide sufficient information for effective Deepfake detection. This method
combines local and global decisive image features, enriches the expression of features, and
improves the efficiency and accuracy of the model by applying convolution pooling and
re-attention techniques.

In Audio-Video Deepfake detection, Salvi, Davide, et al.[97] extract time-varying au-
diovisual features from the input video and analyze them using a time-aware neural net-
work. The video and audio modalities exploit inconsistencies between and within them,
improving final detection performance. Feng et al[99], believe that there are often subtle
inconsistencies between the visual and audio signals of processed videos. A video forensics
method based on anomaly detection is proposed that can identify these inconsistencies
and can be trained using only real unlabeled data.

Some research focuses on developing a TWO-STREAM framework to enhance Deep-
fake detection. Liang, Yufei, et al.[102] proposed a method that combines conventional
spatial and frequency streams, especially for low-quality images, because artifacts in the
frequency domain are often more obvious in these images. Wu, Jianghao, et al.[96] also
adopted the TWO-STREAM framework, relying on discrete cosine transform (DDCT)
to enhance the framework’s frequency analysis capability to capture better the frequency
features introduced by Deepfake technology. Shuai, Chao, et al.[106] used SRM (robust
image model) filters as part of the two-stream framework to further improve the model’s
sensitivity to subtle texture changes in Deepfake videos.

In addition, Tan, Lingfeng, et al.[100] transformed the deep fake video detection prob-
lem into a graph classification task and proposed a new paradigm for deep fake video
detection called facial action dependency estimation (FADE). On the other hand, Hou,
Yang, et al.[101] proposed a statistical consistency attack (StatAttack) for DeepFake de-
tection. At the same time, Guo, Zhiqing, et al.[105] proposed a technique called space-
frequency interaction convolution (SFIConv), specifically designed to simulate and detect
manipulation clues in Deepfake videos effectively.

From 2020 to 2023, we can observe that in the field of Deepfake detection, the research
on traditional methods is gradually decreasing, but it has not faded out of our field of
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vision, while the methods based on deep learning and machine learning are increasing.
In addition, it is worth noting that the application of some key technologies has also
increased significantly. For example, Xception has been a common technology for deep
fake detection since its launch in 2016, while the Transformer introduced in 2017 and its
derivative technology Vision Transformer in 2020, these advanced technologies have been
widely used in the field of Deepfake detection. These developments not only mark the speed
of technological progress, but also reflect the unremitting efforts of the research community
in finding more effective solutions to the increasingly complex Deepfake problem.

4.3 For Now

By 2024, deepfake detection technology has developed rapidly, forming a variety of research
directions and methods. As shown in Table 8. Zou, Mian, et al. [107] A semantic-oriented
deepfake detection method, but due to its training of semantic-oriented DeepFake detec-
tors requires a large amount of manual annotation to specify the degree of manipulation
parameters and semantic label hierarchy Structure, to address this challenge, in August of
the same year, Zou et al. further proposed an improved method [109], which exploits the
relationship between face semantics through joint embedding. With ViT as the backbone,
the joint embedding of face images and their corresponding labels is used for prediction,
and a two-layer optimization strategy is used to dynamically balance the fidelity weights
of various tasks, making the training process fully automated.

Fig. 11. Proposed method of hen, Jin, et al.[108]

She, Huimin, et al. [110] proposed a dual-branch network to extract node features from
RGB images and their color difference images (CDI) through a Transformer-based train-
able node encoder module (TNEM). The two features are linked and input into the graph
classifier and node classifier for forgery detection and forgery localization respectively. At
the same time, Liu, Baoping, et al.[112] introduced a method called Motion-enhanced
Spatiotemporal Transformer (MeST-Former), which specifically introduced the identity
decoupled attention (IDC-Att) module to separate components related to and unrelated
to personal identity. By focusing on components unrelated to identity, this method con-
structs more generalized spatiotemporal features, enabling the model to effectively adapt
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to unknown identities and improving the wide applicability of the model in practical ap-
plications. Zakkam, John, et al.[122] developed a Deepfakes detection framework called
CoDeiT, which combines the hierarchical attention mechanism and contrastive learning in
the HiLo Transformer architecture. By using HiLo Attention technology, CoDeiT is able
to distinguish and process high-frequency (Hi-Fi) and low-frequency (Lo-Fi) information,
thereby improving computational efficiency and detection accuracy.

In the application of supervised and unsupervised learning methods, Zhang, Rui, et
al.[111] innovatively proposed the Self-supervised Face Geometry Information Analysis
Network (SF-GAN), which uses graph convolutional networks (GCN) to establish explicit
and implicit geometric relationships to exploit facial geometry. By analyzing the geometric
relationship between facial landmark maps and information region maps, effective abnor-
mal regions can be identified, thereby minimizing uncertainty. At the same time, Zheng,
JunShuai, et al.[116] developed a method that combines unsupervised and supervised con-
trastive learning frameworks. This is the first attempt to apply unsupervised contrastive
learning and supervised contrastive learning to deep fake detection at the same time.
Experiments show that this method can improve the model’s generalization ability.

Wang, Fei, et al.[113] proposed a novel two-stream framework approach, which is dif-
ferent from the traditional framework in which the binary and multi-classification models
work independently. In their model, the binary and multi-classification models work to-
gether to enhance the accuracy and efficiency of the model through an innovative fusion
and freezing mechanism. On the other hand, Zhang, Dengyong, et al.[117] introduced
a two-stream framework called Double-Frequency Transformer Module (DFTM). This
framework relies on SRM convolution, which is different from the technology relied on by
other two-stream frameworks such as [96], [102] and [106].

In addition, various innovative methods have been proposed. Chen, Jin, et al.[108] pro-
posed applying conflict resolution (ConfR) to minimize conflicts and learn features that
generalize across forgeries. Fahad, Muhammad, et al. [114] used a deep learning-based
enhanced Resnet-18 and convolutional neural network (CNN) multi-layer max pooling
to classify processed videos. Zhang, Kuiyuan, et al. [115] proposed using a well-trained
teacher model to train their extended model, and then transferred the extended model
to the target domain. At the same time, they proposed a frequency extraction module
to extract frequency features as a supplement to spatial features, and introduced spa-
tial frequency contrast loss to enhance feature learning capabilities. Lu, Lin, et al. [118]
proposed a method called Deep Forgery Detection by Separable Self-Consistency Learn-
ing (SSCLDFD). Lin, Yuzhen, et al. [120] proposed a method called Curricular Dynamic
Forgery Augmentation (CDFA). Alazwari, Sana, et al. [121] proposes an Artificial Rab-
bits Optimization with Transfer Learning Deepfake Detection for Biometric Applications
(AROTL-DFDBA);

Finally, Ain, Qurat Ul, et al. [119] studied the vulnerability of deepfake detectors to ad-
versarial black-box attacks from a penetration testing perspective, revealing security holes
in existing deepfake detection techniques. They proposed a facial mole-aware black-box
adversarial attack against deepfake detectors, where the attacker has limited knowledge
of the detector’s architecture and settings. The attack showed that subtle perturbations
that are visually natural on the face can severely interfere with and degrade the detector’s
accuracy by up to 40.3%, with a maximum success rate of 48.7%. This provides a clear
research direction for future optimization and enhancement of deepfake detectors.
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Work Deepfake Method

Zou, Mian, et al. [107] Image ViT-based
Chen, Jin, et al.[108] Image ConfR
Zou, Mian, et al.[109] Image ViT-based
She, Huimin, et al.[110] Video Transformer-based
Zhang, Rui, et al.[111] Image SF-GAN
Liu, Baoping, et al.[112] Video Transformer-based
Wang, Fei, et al.[113] Image Two-stream based

Fahad, Muhammad, et al.[114] Video Resnet-18+ CNN
Zhang, Kuiyuan, et al.[115] Video Transfer learning

Zheng, JunShuai, et al.[116] Video
Contrastive
learning

Zhang, Dengyong, et al.[117] Video Two-steam based
Lu, Lin, et al.[118] Video SSCLDFD

Ain, Qurat Ul, et al.[119] Video Attack
Lin, Yuzhen, et al.[120] Video CDFA

Alazwari, Sana, et al.[121] Image AROTL-DFDBA
Zakkam, John, et al.[122] Video Transformer-based

Table 8. Deepfake detection research in 2024

5 Legal aspects

In addition to exploring the technical methods to deal with the challenge of Deepfake,
this work also discusses the countermeasures at the legal level. As of 2024, many countries
have formulated specific legal provisions for Deepfake.

The United States is the first country to legislate on Deepfake, and has successively
introduced a number of bills, including the Malicious Deep Fake Prohibition Act of 2018,
the Deepfakes Accountability Act, the Damon Paul Nelson and Matthew Young Pollard
Intelligence Authorization Act for Fiscal Year 2020, and the Deepfakes Report Act of
2019, etc., aiming to regulate the use scenarios of Deepfake and promote the research and
commercialization of counterfeit detection technology.

The EU officially implemented the General Data Protection Regulation (GDPR) in
May 2018, which aims to protect personal data, including data such as citizen images that
may be used to create deep fake content. It is applicable to personal privacy leaks that
may be caused by face-changing software products released by social media platforms and
software companies.

In May 2019, the Singapore Parliament passed the Protection from Online Falsehoods
and Manipulation Act, which gives the government the power to require individuals or
online platforms to correct or remove false content that may have a negative impact on
the public interest. The bill applies to false audio and video produced using deep fake
technology.

The ”Deep Synthesis Management Regulations” and ”Interim Measures” promulgated
by China clearly stipulate that when providing and using generative artificial intelligence
services, it is not allowed to infringe on the portrait rights, reputation rights, honor rights,
privacy rights and personal information rights of others.

In addition, Germany, the United Kingdom, the United Arab Emirates, South Ko-
rea, Russia, Vietnam and many other countries have also issued corresponding laws and
regulations to deal with the challenges of Deepfake technology.

From a legal perspective, the regulation of Deepfake is not unified globally, and the
legal systems of many countries have not yet clarified the use boundaries and legal respon-
sibilities of such technology. Some countries have not yet formulated a response policy.
The production and dissemination of Deepfake content requires international cooperation
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to formulate a cross-border, multi-field legal framework to regulate it. However, from an
ethical perspective, individuals and institutions that develop and use Deepfake technol-
ogy should consciously abide by ethical standards, avoid improper use of technology, and
protect the rights of affected individuals and the public interest.

6 Q & A

In this section, we will set up a series of Q & A sessions to help readers understand deeper
about Deepfake detection technology, Deepfake-related databases, and our views on the
field. We hope that these questions and answers can provide a comprehensive perspective,
allowing readers to have a clearer understanding of Deepfake detection methods and tech-
nological evolution and explore the potential impact challenges of these technologies in
actual applications.

Q1: What is the main goal of deepfake detection?

The main goal of deepfake detection is to identify and confirm whether the content
in videos, images, and audio is manipulated or forged by artificial intelligence technology.
As mentioned in Chapter 2, the leading forgery technologies involved include content gen-
erated using generative adversarial networks (GANs) and other deep learning methods.
Effective deepfake detection can help prevent the spread of misleading information, pro-
tect personal privacy, prevent fraud and forgery, and thus maintain the authenticity and
credibility of digital media content.

Q2: What are the traditional methods mentioned in the Literature review
section? How do they compare to methods such as deep learning?

The Traditional method mentioned in this work mainly refers to the Deepfake detec-
tion method based on traditional image processing technology, such as the technology
mentioned in the literature[49][50][51][52][56][68] (except SVM), which usually focuses on
analyzing the statistical characteristics or frequency components of the image without
involving complex learning algorithms.

Compared with methods such as deep learning, traditional methods are usually simple
to calculate, less dependent on computer resources, and easy to understand and implement.
In this respect, they are lightweight. However, they may not be as flexible and powerful as
deep learning-based methods dealing with complex changes and highly realistic Deepfake
content. Deep learning methods, especially models based on convolutional neural networks
(CNNs) and visual transformers (ViTs), can learn and extract more advanced feature
representations, enabling them to detect and combat carefully crafted Deepfake content
more effectively. These models can identify subtle patterns and differences by training
large amounts of data, providing higher accuracy and robustness.

Q3: What is the difference between Deepfake image and Deepfake video
detection?

Deepfake image and Deepfake video detection target different forms of media, each
with unique challenges.

Image detection mainly focuses on a single static image. For example, in the Deep-
fake image detection method shown in Fig.10 and Fig.11, it can be seen that the input
of its model is a single picture. The detection work analyzes anomalies in these static
images, such as unnatural correction of facial features, mismatch between background and
foreground, etc.

However, in video detection, video sequences are processed. Deepfake video detection
methods such as those shown in Fig.6, Fig.7, and Fig.9 (also Fig.8 and Fig.5 ) focus
on extracting information from video clips or continuous frames. The challenges include

Computer Science & Information Technology (CS & IT)                                                         41



identifying inconsistencies and abnormal dynamic features between continuous frames in
the video, etc.

Q4: Why are FF++, DFDC and Celeb-DF so widely used?

These three databases are widely used mainly because they provide diverse and large-
scale forged data samples, which are helpful for training and evaluating the performance
of Deepfake detection algorithms. FF++ (FaceForensics++), DFDC (DeepFake Detection
Challenge), and Celeb-DF all contain many videos and images. These data have been
processed with special technologies, covering different forgery scenarios and technologies,
providing rich resources for research.

Although these databases are widely recognized and used in academia and industry, we
also encourage the creation of more datasets that reflect real-world application scenarios.
This can further stimulate the development of Deepfake detection technology, improve
detector accuracy and generalization ability, and ensure their effectiveness and reliability
in the real world.

Q5: What is an artifact?

Artifacts in the field of Deepfake detection refer to unnatural features in images due to
operations such as editing, compression, and generation. Early Deepfake technology often
leaves some easily recognizable traces during the synthesis process. These traces appear
as artifacts such as unnatural correction of facial features, blurred edges, inconsistent
textures, or color distortion. Some studies, such as [36][43][44], rely on this feature as an
important clue to identify deepfakes. In addition, there is also [35] that relies on color clue.
However, with the advancement of technology, artifacts have gradually faded.

Q6: What does the evolution of technology mean?

We simply divide deepfake detection into 2018-2020, 2021-2023, and 2024. From the
time the concept of Deepfake was first proposed in 2017 to the time it began to attract
widespread attention in 2018, the evolution of technology reflected the gradual maturity
from early simple applications to later complex technologies.

Between 2018 and 2020, Deepfake technology was mainly identified through visible
visual clues. At the time, research focused on verifying the effectiveness of these identifiable
clues and whether traditional methods were applicable to Deepfake detection. Much of the
research at this stage is based on hypothesis verification and traditional image processing
techniques.

As we move into 2021-2023, the advancement of generation technology has significantly
improved the quality of Deepfake content produced. It has become increasingly difficult
to distinguish authenticity with the naked eye. This has driven the development of de-
tection technology, especially the widespread application of deep learning methods, while
traditional methods have gradually declined due to their limitations.

As technology continues to advance and diversify in 2024 and beyond, more efficient
and sophisticated methods will emerge in Deepfake detection. These methods include
Transformer-based models and detection systems that combine multimodal information,
which all mark the evolution of technology. The new stage not only improves detection
accuracy but also broadens the scope of the application.

At the end of Section 4.2, we also mentioned the development of Deepfake detection
technology, from traditional methods to deep learning methods, from Xception to ViT.

Q7: This work mentions cutting-edge technologies such as Vision Trans-
formers and multimodal detection frameworks. What are the nuances of these
technologies, and how do their performance compare?

First, Vision Transformers (ViT) is a deep learning model mainly used for image recog-
nition tasks. It processes information in images by utilizing the self-attention mechanism.
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In Deepfake detection, ViT identifies artificial synthesis traces by analyzing the global fea-
tures of the image. Related works include[69][79][82][84][95][103][104], etc. These methods
demonstrate ViT’s powerful ability in capturing image details.

Multimodal detection frameworks improve the accuracy and robustness of detection by
combining different types of data, such as video and audio. For example,[97] and[99] show
how to capture inconsistencies by analyzing visual and audio features in videos, thereby
more effectively identifying Deepfake content. This approach is particularly suitable for
dealing with forged content in complex scenes because it can verify the authenticity of
information from multiple dimensions.

Two-stream frameworks, such as [96][102][106], usually process two different types of
image information, such as spatial stream and frequency stream. This framework can
analyze the spatial and frequency features of the image separately and then fuse the infor-
mation of the two to improve the ability to identify subtle forgery traces. This approach
can provide a more comprehensive analysis, especially when dealing with high-quality
Deepfake generated content.

In general, ViT performs well when processing single-image data, while multimodal and
two-stream frameworks are more effective when dealing with complex tasks that require the
integration of multiple sources of information. The choice of which technology depends on
the requirements of the specific task and the type of data available. In the field of Deepfake
detection, combining the advantages of these technologies can design more powerful and
flexible detection systems.

Q8: What is robustness, and what steps have researchers taken to improve
this property?

When discussing robustness, we must first clarify its definition: the ability of a system
to maintain stable performance and functionality despite changes in its internal structure
or external environment. For Deepfake detection systems, robustness means that the sys-
tem can maintain normal operation and good performance even in the face of adverse
conditions such as interference, noise, and failures.

To improve robustness, researchers have used a variety of data augmentation tech-
niques, such as resizing, random rotation, horizontal flips, random resized cropping, color
jittering, JPEG compression, etc. These methods help the model to be more robust when
dealing with input data of different variations, as shown in the literature [108], [110], [114],
[115], [117], [119], [122] etc.

In addition, there are robustness enhancement methods for specific situations. For ex-
ample, [112] uses ”aggregate bounding boxes” to crop images and obtain a series of face
images with static backgrounds, thereby improving the robustness of the model under
background changes. [97] uses multimodal data and independent modality datasets for
training and uses multimodal fusion technology during testing to verify the effectiveness
of multimodal methods and enhance the adaptability and accuracy of the model. These
measures aim to make the detection system more reliable and effective in practical appli-
cations.

Q9: What are the challenges of deepfake detection?

This is a commonplace problem. We are still faced with problems such as model gener-
alization ability, computer resource requirements, adversarial attacks, insufficient training
data, and highly realistic forged content. Just as no one is perfect, the same is true for
models. There is no perfect model. Solving current problems may not necessarily solve
future problems. We can only keep seeking, exploring, and pursuing.
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7 CONCLUSION

In the past few years, the rapid development of Deepfake technology has posed a serious
challenge to the authenticity of information in society. In order to deal with this problem,
many studies related to deepfake detection have been proposed one after another. This
paper reviews some Deepfake detection methods from 2018 to 2024, and systematically
discusses and summarizes them.

Through the comparison and analysis of the development of each year, we observe
that Deepfake detection technology has gradually shifted from the initial simple artifact
evidence and traditional image processing technology to the application of deep learning
models, including but not limited to CNN, Xception, Transformer, Vision Transformer.
These methods have shown higher efficiency and accuracy in processing highly realis-
tic Deepfake content. In addition, with the advancement of technology, new challenges
continue to emerge, such as the generalization ability of the model, the defense against ad-
versarial attacks, robustness, and the computational resource requirements for processing
larger and larger data sets.

In the future, research on deepfake detection will need to consider how to reduce
the consumption of computer resources and improve the real-time performance of the
algorithm while maintaining high accuracy to meet the needs of daily life. At the same
time, we encourage the emergence of more Deepfake datasets to make the detector more
powerful and improve the credibility of images and videos.

At the same time, with the rapid advancement of technology, countries need to contin-
uously improve their legal norms on Deepfake. The cost of generating fake videos, pictures
or audio is becoming lower and lower, and the use of Deepfake technology to spread false
information should also be strictly restricted by law. This is not only related to the pro-
tection of personal privacy and rights, but also to the authenticity of public information
and the maintenance of social stability. Therefore, it is crucial to build a comprehensive
and up-to-date legal framework to effectively respond to this challenge and ensure that
social order is not affected by the abuse of such technology.
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