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ABSTRACT 
 

Evaluating debates is a challenging task requiring nuanced understanding of abstract 

reasoning. Current AI systems struggle with these complexities, often providing shallow or 
biased feedback. To address this, we developed Blitz Debate, a Retrieval-Augmented 

Generation (RAG) system that combines large language models (LLMs) with semantic 

search capabilities [1][2]. Blitz Debate retrieves relevant external knowledge to evaluate 

debate arguments with depth and accuracy, offering structured, real-time feedback. Our 

experiments demonstrated 90.5% accuracy in identifying winners and superior 

interpretative responses compared to vanilla ChatGPT, highlighting its ability to provide 

evidence-based and nuanced analysis. Challenges included limited real-time reasoning and 

contextual depth, which we addressed through enhanced context modeling and adaptive 

argument generation. By offering scalable, unbiased, and context-aware feedback, Blitz 

Debate makes debate evaluation more effective and accessible, fostering critical thinking 

and argumentation skills for students, educators, and competitive debaters alike. 
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1. INTRODUCTION 
 
Debates are inherently complex, often requiring intricate arguments and moral considerations 

centered on philosophy and ethics. Evaluating debates involves understanding abstract concepts, 

moral reasoning, and value-driven arguments, which makes it challenging for AI systems to do so 
with limited contextual awareness [3]. This is a current problem we’re experiencing with 

standard AI systems: these models often struggle to grasp the nuances of ethical arguments or 

subjective value judgments. In the context of debate performance evaluation, unbiased feedback 

is essential for providing clarity in assessments; a lack thereof risks participants receiving poor 
feedback and misguided responses. The challenges extend beyond AI systems, reflecting broader 

societal struggles with critical thinking. According to a survey by the Reboot Foundation, while 

94% of people believe critical thinking is “extremely” or “very important,” 86% find such skills 
lacking in the general public. Alarmingly, 60% of respondents reported never having studied 

critical thinking in school, and nearly a quarter indicated their skills had deteriorated since high 

school (Critical Thinking Survey Report, Reboot Foundation). This deficit underscores the need 
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for tools that enhance reasoning and argumentation, making robust, unbiased evaluation systems 
all the more essential in debate contexts. 

 

Formal discussions through debates foster critical thinking and communication skills, which are 

essential for personal and professional growth. Research highlights the profound benefits of 
debate participation: a study of 3,500 students in the Boston Debate League found that 

involvement in debate improved ELA achievement by 68% of the average ninth-grade year’s 

progress, with gains particularly evident in reading skills related to analysis and argumentation 
(Morrison, 2023). These benefits underscore the importance of making debate more accessible 

and effective for students. A well-designed system that plays into these benefits can help students 

identify areas for improvement and receive impartial assessments of their arguments. Leveraging 
external knowledge sources and sophisticated language models, such a system has the potential to 

enhance students’ ability to construct coherent and persuasive arguments. 

 

Slonim et al. (2021) introduced Project Debater, a system for engaging in competitive debates by 
retrieving evidence and delivering structured arguments. Despite its groundbreaking 

achievements, it struggles with real-time reasoning, creative rebuttals, and nuanced cultural or 

emotional contexts. Blitz Debate addresses these issues by integrating contextual sentiment 
analysis, adaptive reasoning mechanisms, and refined evidence selection, enabling more human-

like and flexible analyses. 

 
Rinott et al. (2015) focused on automated evidence detection, relying on supervised models 

trained on curated datasets to identify evidence supporting specific claims. While effective, this 

approach is limited by its dataset’s quality and inability to handle nuanced, domain-specific 

arguments or logical structures. Blitz Debate builds on this by incorporating richer context 
modeling, domain adaptation, and advanced argumentation techniques, improving evidence 

retrieval and analysis depth. 

 
Bar-Haim et al. (2021) developed a comprehensive debating framework, emphasizing argument 

mining, stance classification, and narrative generation. However, their system struggles with real-

time rebuttals and implicit arguments, relying heavily on pre-defined taxonomies and structured 

corpora. Blitz Debate overcomes these constraints by integrating dynamic argument generation 
and contextual adaptability, producing more nuanced and flexible debate evaluations. 

 

Introducing Blitz Debate, a Retrieval-Augmented Generation (RAG) model that evaluates debate 
arguments by combining pre-trained language models (LLMs) with semantic search capabilities 

from a vector database [4]. 

 
The RAG system aims to address the challenges of providing accurate and nuanced feedback by 

integrating external knowledge sources with AI capabilities. Semantic search features allow the 

system to retrieve contextual data relevant to the debate topic, ensuring that evaluations are 

rooted in comprehensive and precise information. The retrieved data is processed by OpenAI, 
which generates structured, context-aware feedback in real-time [5]. 

 

This approach is effective for debate evaluation due to its ability to combine scalability and depth. 
Unlike standalone AI tools, which often rely solely on LLMs and may produce shallow or 

inaccurate feedback, the RAG framework enhances the depth of analysis by incorporating 

external knowledge. Additionally, the real-time feedback mechanism makes the system 
especially useful for students preparing for debates, providing immediate feedback upon 

execution. 
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In comparison to manual judging, which can be thorough but is time-intensive and subjective, the 
RAG-based method offers a more robust and impartial solution. Its architecture ensures an 

understanding of both abstract and practical arguments, making it well-suited for complex debate 

formats like Lincoln-Douglas. Moreover, the RAG framework allows for continuous updates to 

the knowledge base, enabling adaptability to various debate topics and ensuring the system 
remains relevant and effective over time. 

 

The experiments aimed to evaluate the effectiveness of the Blitz Debate system in two 
dimensions: its accuracy in identifying debate winners and its ability to provide nuanced textual 

responses compared to ChatGPT. 

 
The first experiment tested the RAG model’s accuracy by using a dataset of Lincoln-Douglas 

debates. The system was evaluated on its ability to predict winners correctly, achieving a 90.5% 

accuracy rate, suggesting that it effectively leverages external knowledge and contextual cues. 

The results highlighted the robustness of the RAG architecture and its integration with high-
quality data. 

 

The second experiment compared textual responses from Blitz Debate and ChatGPT. Blitz 
Debate consistently outperformed ChatGPT by providing more detailed and evidence-based 

justifications. It referenced specific arguments from the transcripts and addressed counter 

arguments effectively, while ChatGPT often provided broader but less precise overviews. 
 

These results demonstrate Blitz Debate’s superior analytical depth and contextual awareness, 

attributable to its integration of external knowledge and advanced reasoning frameworks. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Design A Machine Learning Framework 
 

One of the primary challenges when it comes to designing a machine learning framework to 
make inferential decisions on debates is tackling the non-deterministic nature of providing results 

to users. Our previous implementation yielded inconsistent results of debates when fed the same 

transcripts as input, which questions the performance of the model to provide consistent feedback 

on complex data. We aim to design a structure for the prompt we feed through LangChain that 
suggests a more pragmatic decision-making process that will provide more evaluation metrics for 

the LLM to analyze when making a decision [6]. Concrete details which can be analyzed will 

make the performance of the chatbot more deterministic, and results will be more consistent with 
one another.  

 

2.2. Time Complexity 
 

Another significant challenge is considering the time complexity of such an application. Our 

input audio data is converted to textual data, and then afterwards, sent to a backend server via 
HTTP requests to analyze the structural contents [7]. It is then afterwardsreturned back to the 

frontend, where the user can interpret its results. Ways in which we can reduce the runtime of this 

application is by making use of a server and serverless architecture, where the audio gets 
transcribed to textual data via a serverless system. This should improve performance since the 

code will be running closer to the user, reducing latency. Our server also scales down overtime, 

which is another area we can seek to improve upon. Instead of booting up the server immediately 
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upon submission, we instead launch the application prior to submission, so that the user 
experiences less latency and a smoother experience on the application.  

 

2.3. User Experience 
 

A major component of the program is creating a customizable experience for the user. One 

challenge to consider is that the current system operates on a simple input/output structure, where 
users receive responses based on what they pass in. This structure may limit the program's ability 

to provide personalized feedback or adapt to varying user needs. To address this, we could 

implement a more dynamic framework that allows users to ask specific questions about their 

performance and receive targeted suggestions for improvement. For instance, users could ask 
about strategies to strengthen their rebuttals or enhance their argument structure, creating a more 

interactive and tailored experience. Additionally, we could enable the chatbot to parameterize 

different scoring metrics or adapt to various debate styles, ensuring flexibility across different 
debate formats. Another potential solution could involve offering example prompts that users can 

respond to and have analyzed by the system, helping them practice and refine their skills in a 

structured way.   

 

3. SOLUTION 
 

The main structure of the program is centered around a pipeline that links user input, semantic 

search and retrieval, and real-time feedback generation. These three components work together 
seamlessly to provide assessments of debate arguments. 

 

The program begins with the user providing two audio prompts as input, representing the 
arguments to be evaluated. This input is processed by the system, initiating the framework's 

operations. The input data is received by the server, which activates the framework. The 

framework organizes the data flow and prepares the system for semantic search and retrieval. A 

semantic search is conducted within a vector database using a pre-trained BAAI embedding 
model. This search retrieves contextual data relevant to the debate topic, ensuring that the system 

can evaluate the arguments accurately. The knowledge database is specifically tailored towards 

debate formats, storing valuable information to enhance the system’s understanding of the 
prompts. The vector database then returns the retrieved contextual information, providing the AI 

with a comprehensive understanding of the debate’s context. The retrieved data is sent to the 

OpenAI API, generates responses, evaluates the arguments, and highlights strengths and areas for 

improvement. LangChain manages the system’s real-time feedback, providing the user with 
immediate responses. 

 

We use OpenAI for natural language understanding and response generation; the BAAI 
embedding model for semantic search within a vector database; LangChain for orchestrating the 

feedback and ensuring seamless integration between components; and a cloud-based Flask-

Render server to handle the framework and provide real-time processing and scalability. 
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Figure 1. Overview of the solution 

 
One of the primary components involved in our system is retrieving the necessary input data in 

order to begin inference. This requires the user(s) to record their audio through the website. The 

Lincoln-Douglas debate format sees an affirmative and negative side, where both sides argue 
their parts in a debate of their choosing [8]. The interface offers an easy experience for multiple 

users to upload their audio data. If the users would like a predetermined topic for discussion, the 

website has a feature which will select a random topic that the users can expand off of in their 
debate. 

 

 
 

Figure 2.  Screenshot of record audio function 
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Figure 3. Screenshot of code 1 

 

The audio tag is where the user will be recording their snippet for the debate. There are buttons to 

start and stop the recording, and there is an extra feature that allows for the user to listen back to 
the recording, in the event that they would like to re-record their code snippet. Once the 

affirmative and negative sides of the debate finish their recording, the users are able to submit 

their response by clicking on the “Analyze Debate using Generative AI” button, which will begin 

the inference by sending a http request to our servers [10]. The backend server is responsible for 
taking that audio data, converting to a textual format, and then sending this information to our 

RAG system so that we can extract important details about the structure of the affirmative and 

negative debate. Once this is completed, the information is then returned and sent back to the 
client, through the “gpt-result” tag. 

 

The next component of our system makes use of our RAG system, which contains documents 
which encompasses a wide variety of documents about Lincoln-Douglas debates. In order for this 

to work, we set up an OpenAI RAG Model using LangChain and uploaded several different 

documents, and retrieved the vectorstore for later use. This vectorstore is saved internally in our 

backend server, so that we can ask a range of questions regarding the stored documents and the 
audio data that the user sends. This approach is more effective in providing more sophisticated 

results, as the AI will have the necessary context in order to make sound conclusions regarding 

different structures in debates, such as, the clarity of both sides, the effectiveness of their 
arguments, and more. 
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Figure 4. Screenshot of code 2 

 

We can see in the above code snippet the variable named “vectorstore,” which serves as our 

vector database where all of the textual embeddings are located. We use this to then create a 
document chain, which is dependent on the audio data that the user sends to the program. Once 

this is performed, we then create a document chain, where relevant information is retrieved from 

the collection of documents in our vector store before being used to generate a response. In this 

example, the response will be dependent on the prompt we feed to the AI. We ask several 
questions, one of which regards an evaluation of the performance of both sides of the debate. 

This is then returned once we invoke the chain with the transcription and context, and we can 

then return back to the user. This approach can more effectively enhance the context and 
accuracy of the generated text based on the retrieved document data, since our AI is catered 

towards analyzing the results of Lincoln-Douglas debates. 

 
The final step in this approach involves finishing the http request and sending the information 

back to the client so that the user can interpret the results inferred by the RAG system. The 

information is presented to the client in json format, and the javascript converts the results into a 

more interpretable, well-formatted response for the user.  
 

 
 

Figure 5. Screenshot of transctiption 
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Figure 6. Screenshot of code 3 

 

For the following example, the resolution was as follows: “The government should provide free, 

universal healthcare for all citizens.” The following transcript was used:  
 

Affirmative Constructive: 

 

“Good evening. I stand firmly in support of the resolution that the government should provide 
free, universal healthcare for all citizens. Access to quality healthcare is a fundamental human 

right. When everyone, regardless of income, can see a doctor and receive proper treatment, our 

society becomes healthier and more productive. This reduces medical bankruptcies, prevents the 
spread of disease, and ensures a more stable and secure future for every member of our 

community. Ultimately, a universal healthcare system is both morally justified and practically 

beneficial.” 
 

Negative Constructive: 

 

“I disagree. Providing free healthcare to everyone would be too expensive and complicated. 
Some people might not even use it, and doctors could get stuck with too many patients. If people 

want healthcare, they should just buy it themselves. We don’t need to worry about those who 

can’t pay. This is the best way to handle healthcare.” 
 

Affirmative Rebuttal: 

 

“My opponent claims free healthcare is too expensive and unnecessary, but fails to acknowledge 
that prevention and early treatment save money by reducing costly emergency care and severe 

illness. Their stance that people who cannot afford healthcare simply shouldn’t receive it 

overlooks the moral imperative to protect human life. A society that invests in its citizens’ health 
sees economic and social gains—lower long-term costs, a healthier workforce, and reduced 

suffering. My opponent’s argument ignores these undeniable benefits and instead relies on the 

flawed notion that healthcare should only belong to those who can afford it. That stance is 
morally unsound and economically short-sighted.” 

 

Negative Rebuttal: 

 
“I still think it costs too much and is too hard to manage. People can figure it out themselves. The 

government should stay out of it. If some people miss out on healthcare, that’s their problem. 

There’s really nothing else to say.” 
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As we can see in the above example, the audio data is successfully transcribed into textual data, 
and the response is then returned back to the user. In this example, the affirmative side poses a 

significantly stronger argument compared to the negative, which looks to be the RAG model’s 

interpretation in the below response [9]: 

 
“The affirmative side wins the debate. They presented logically consistent arguments, backed by 

the potential benefits of universal health care, such as prevention and early treatment, economic 

and social gains, and reduction in suffering. They also effectively refuted the negative side's 
points about cost and complexity, arguing that universal health care could actually save money in 

the long run. In contrast, the negative side's arguments were simplistic and lacked evidence to 

substantiate their claims. They failed to address the moral and societal implications mentioned by 
the affirmative side.” 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

One thing we aim to consider with Blitz Debate is the accuracy of the RAG model’s responses. 

This is crucial in determining whether or not the model is effective in its analysis. 
 

We create a dataset of Lincoln-Douglas debates, where there are several columns: the affirmative 

and negative transcripts, and the winner of the debate. We will perform a simple binary 
classification test, where we evaluate the model based on the accuracy, defined as the proportion 

of correct guesses out of the total number of debates. Accuracy is the most intuitive metric to 

consider, especially since our main goal is to determine how often the RAG model’s inference 
about the winner matches the ground truth label (the known winner). Accuracy can directly give 

us a clear, simple measure of the model’s correctness. The control data was collected from 

openCaselist, a platform which provides debate transcripts from previous high-school and college 

competitions, as administered from the National Speech & Debate Association (NSDA). The data 
is structured as follows: 

 

Resolved: The topic for the debate 
AC: The affirmative case 

NC: The negative case 

Judge Comments: The notes written from judges observing and rating the performance of the 

debate 
 

Label: The winner of the debate, as instructed from the ‘Judge Comments’ column. A label of ‘1’ 

indicates the affirmative won the debate, whereas a label of ‘0’ means the negative won. 
 

 
 

Figure 7. Figure of experiment 1 
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Ground Truth:  
 

1-1-1-0-0-0-0-1-1-1-0-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0-1-0 

 

Prediction:  
1-1-1-0-0-0-0-0-1-1-1-0-1-0-0-0-1-0-1-0-1-0-1-0-1-0-1-1-1-0-1-0-1-0-1-0-1-0-1-0-1-0 

 

Accuracy = (Total Correct Predictions)/(Total Predictions) = 38/42 ≈ 90.5% 
 

We converted each debate’s prediction into a binary correctness value, where “1” indicates a 

correct guess (matching the ground truth winner) and “0” indicates an incorrect guess. With 38 
correct predictions out of 42, the mean value of correctness (i.e., average) is 38/42 ≈ 0.905. 

Because the majority of predictions are correct, the median correctness value, when ordering all 

correctness points from lowest to highest, is also 1. The lowest correctness value is 0 

(representing the few instances where the model chose the wrong winner), and the highest 
correctness value is 1 (all correct predictions). 

 

What’s somewhat surprising is the relatively high accuracy—over 90%—which may exceed 
initial expectations given the complexity of debates and subtlety of argument quality. This could 

indicate that the model is leveraging contextual cues effectively. The biggest factor influencing 

these results may be the robustness of the underlying retrieval-augmented generation approach, 
combined with well-structured debate data, allowing the model to accurately interpret and reflect 

the ground truth labels. 

 

4.2. Experiment 2 
 

A potential blind spot is the model’s effectiveness in analysis. Ensuring proper presentation of 
information is necessary to ensure trustworthiness of the model’s assessments and increases 

confidence in the final overall outcomes. 

 

We will present identical debate transcripts and known expert judgments of winners to both 
vanilla ChatGPT and our improved model. Instead of focusing solely on whether each model 

names the correct winner, we will compare how each model interprets and justifies that outcome. 

This involves analyzing the specificity, logical coherence, and evidence-citation in their textual 
responses. The experiment is structured this way to isolate differences in interpretative quality, 

demonstrating whether our solution offers more informed and meaningful reasoning than vanilla 

ChatGPT. An example below can be seen from a previous resolution observed from the JW 

Patterson Tournament of Champions. The transcripts themselves were created by AI for 
interpretability, and the results were compared between the two solutions. An example can be 

seen in the following data: 
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Figure 8. Figure of experiment 2 
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We will collect pairs of textual responses—one from vanilla ChatGPT and one from our 
enhanced model—based on the same debate material. Each response is examined along several 

qualitative dimensions: Does the model explain the winner’s reasoning effectively? Does it 

reference particular arguments made by the affirmative or negative sides, and does it address 

counterarguments? Are the explanations logically consistent, well-supported by the given 
transcripts, and aligned with expert commentary? As seen from the data, we can see the Blitz 

Debate provides a more thorough approach in providing detailed analysis as to why one side won 

over the other.  
 

Comparing the textual responses from ChatGPT to those of Blitz Debate reveals notable 

differences in detail, evidence usage, and nuance. ChatGPT’s summaries tend to focus on broad 
thematic elements and overall persuasiveness, stating that the affirmative side “provided a clear 

vision” or “emphasized the moral and democratic importance” of certain principles. While this 

framing is accurate, it often lacks direct references to specific pieces of evidence or particular 

arguments made within the transcript. ChatGPT’s reasoning can feel more like a general 
overview rather than an in-depth, argument-by-argument analysis. 

 

Blitz Debate’s textual response tends to incorporate more explicit reference to the debate content. 
For example, it mentions “evidence from pilot programs” in the UBI debate and “fears without 

substantial evidence” in the negative’s case, or directly addresses the affirmative critique of 

“unchecked security powers” in the second debate. 

 

5. RELATED WORK 
 

Slonim et al. (2021) present Project Debater, an AI system designed to engage in competitive, 

human-like debates [11]. It works by retrieving relevant evidence, organizing arguments into 
coherent narratives, and delivering structured speeches. While highly innovative, the system’s 

effectiveness is constrained by its reliance on pre-processed data and limited real-time reasoning. 

It struggles with creative rebuttals and deep contextual understanding, often ignoring subtle 
emotional or cultural nuances. Compared to their approach, our project provides a more adaptive 

reasoning mechanism, integrates contextual sentiment analysis, and refines evidence selection 

processes. This enables our system to produce more contextually aware, flexible, and human-like 

debate analyses. 
 

Rinott et al. (2015) introduce a system for automatically detecting textual evidence that supports 

a given claim [12]. Their approach relies on supervised learning models trained on a specifically 
crafted benchmark dataset. The model identifies sentences likely to contain evidence and matches 

them to a claim, offering a structured pipeline for evidence retrieval. Although the solution shows 

promising experimental results, it is limited by the quality and scope of its training data and its 

ability to handle nuanced, domain-specific claims. It does not consider deeper logical structures, 
emotional appeals, or cross-document connections. Our project refines these aspects by 

integrating richer context modeling, domain adaptation techniques, and more advanced 

argumentation structures. 
 

Bar-Haim et al. (2021) provide an in-depth tutorial on developing AI systems capable of debating 

humans [13]. Their approach integrates argument mining, stance classification, argument quality 
assessment, and narrative generation into a cohesive pipeline. While effective at structuring 

arguments and generating coherent rebuttals, the system faces challenges in real-time 

comprehension and rebuttal of nuanced human speech, especially when arguments are implicit. 

Additionally, the system is constrained by its reliance on pre-structured corpora and predefined 
taxonomies for argument retrieval. Our project improves on these limitations by introducing 
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adaptive contextual reasoning and dynamic argument generation, allowing for more flexible and 
nuanced debate interpretations. 

 

6. CONCLUSIONS 
 

One limitation of Blitz Debate is its reliance on the quality and breadth of external knowledge 
sources. While the RAG framework effectively retrieves contextual data, its performance can 

degrade if the vector database lacks diverse or high-quality information relevant to a specific 

debate topic. Additionally, while the system excels at structured and logical arguments, it 
struggles with deeply nuanced ethical or philosophical reasoning that requires subjective 

interpretation or cultural awareness [14]. Another challenge is the real-time feedback mechanism, 

which occasionally sacrifices depth for immediacy, leading to overly generalized feedback. 

 
To address these issues, we would expand the knowledge base by integrating domain-specific 

datasets and incorporating user-feedback loops to refine data quality. Enhancing the model with 

fine-tuning on ethically complex debates would help to improve the RAG system’s grasp of 
subjective arguments [15]. Finally, implementing a tiered feedback system—providing both 

immediate and in-depth analyses—would balance real-time responsiveness with detailed, 

actionable insights for users. 
 

Blitz Debate demonstrates the potential of Retrieval-Augmented Generation models to enhance 

debate evaluation with contextual accuracy and nuanced feedback. By addressing current 

limitations and integrating improvements, this system can significantly advance how debates are 
analyzed and understood, fostering critical thinking, fairness, and accessibility for students and 

participants across diverse contexts. 
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