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ABSTRACT 
 
The program’s key technologies include the AI program which helps the user create a description for their 

models, a walking system for the user to navigate the map, and a model importer system to import the 

models of the user in order for them to view it. I addressed design challenges by adding many unique and 

specific words to the AI in order for it to come up with distinct descriptions for the user [2]. The walking 

system was made to be smooth so that the user can have the most realistic experience in the program. The 
model importer only imports the model in a set location so that it would always be viewable by the user in 

that location. The design challenges were also addressed by looking at inspiration online for features to 

add and also different models that can be added in order for the app to become more realistic.  
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1. INTRODUCTION 
 

The problems that influenced me to create this project was the fact that many car designers in the 

industry lack an app to see their own designs for free, which may be very beneficial for 

inspection of a model before production. According to flyingshapes.com, “Virtual reality design 
environments like flyingshapes carry the promise of transformation” [1]. Many of these apps 

exist, but I believe that most of these apps require payments, and sometimes have very extensive 

and complex model importing processes, which would make it harder for an amateur to 
understand. Many of these apps also have UIs which are hard to navigate, and sometimes you 

cannot customize these apps to your liking. With my app, I plan to make the background 

changeable and allow the user to set keybinds based on what controls they would want. These 
apps usually are made for industry professionals, and therefore are only accessible to them. 

However, I am making my app accessible to not only industry professionals, but also casual users 

who want to see their models. I plan to implement features that can benefit both casual users and 

people who actually need it in their business. I believe that doing this will ensure more customers 
who will be using this app in the future. 

 

Section 5 reviewed methodologies that each tackled some of the important aspects of 3D 
modeling, AI in design, and usability in complex systems. The first methodology was about 

usability factors in 3D modeling for VR education [11]. It focused on enhancing the learning 
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experience through interactivity and dynamic compatibility but lacked features like content 
generation and advanced customization options. The second methodology studied AI in design, 

emphasizing efficiency and creativity through automation. While impactful, it didn't provide 

immersive visualization or specific applications that include automotive design. The third 

methodology provided usability principles for 3D parametric tools, targeting professional 
architects and engineers without considering casual users or integration with AI [3]. 

 

Our project enhances these methodologies by combining their strong points: it provides a virtual 
showroom for immersive visualization, integrates AI to generate car descriptions, and offers user-

friendly customization. These features ensure accessibility for both professionals and beginners 

alike, filling the gaps in functionality and inclusivity. 
 

The idea behind my app is for it to have a changeable, realistic background, an easily navigable 

interface, AI support to help create descriptions of models, and the feature of importing models 

from the user’s computer. I plan to use ChatGPT for the AI, because it is a reliable and proven AI 
system that has benefited many users in the past [4]. I need a changeable background because I 

would like the user to have customization over his app, therefore allowing them to edit which 

background it uses. For my first background I made a showroom with a street in the background 
to show how the car would look if it was inside of a dealership. I will use free assets in order to 

put together the background, and I plan to add moving traffic in the background to make this 

scene more realistic. The AI moving traffic will be moving around in the background while the 
model is displayed, and they will despawn and respawn outside of the view of the user. Another 

feature I plan to add is the ability to change the scaling of the model, in case the user does not 

like the standard scaling of the model inside the game. 

 
During the experiment, I have listened to the feedback users have provided for this app. This 

includes the lack of variety of AI and the emptiness of the map. They have complained about the 

AI seeming robotic sometimes and not having the best descriptions, which can be fixed by adding 
more keywords into the AI [5]. The complaints about the map being empty can be fixed by 

adding more props and moving vehicles into the map, thus making it feel more lively. The 

interior of the building will also be more detailed later on, and include the second floor details in 

order for the user to not feel like the game is lacking features. I think this experiment was an 
overall success in determining what I needed to fix in the program, and I will try to fix every 

feedback that the users gave, including the AI and the emptiness of the map. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. GLTF 
 

Sample Skeptical Question: What if I have a model that is not GLTF? 
 

Sample Response: You can convert the model into GLTF in blender or another software or 

website that allows conversion of a 3D model compatible file extension, or else it cannot get 

imported into the app as it is required [12]. If downloading models from external websites that 
allows you to download 3D models, they can sometimes have an option to download different 

file extensions of the model or simply search for models that are GLTF by default.  
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2.2. AI 
 

Sample Skeptical Question: What is the AI useful for? 

 
Sample Response: The AI is useful for creating descriptions of the car. The AI can tell us what to 

model into the car, which may help the designer have more originality. The AI describes things 

such as the shapes of the car or the features of the car itself. This ultimately saves time because 
many designers often spend a lot of time trying to find original ideas of what kind of car to design, 

which makes them lose the time they might have for other activities.  
 

2.3.  Showroom 
 

Sample Skeptical Question: What can you do in the showroom level? 
 

Sample Response: You can walk around the showroom, but in the future I plan to have openable 

doors that lead to the outside. The outside will have an invisible wall surrounding the area, so that 

the User cannot walk on to the road. The main purpose of the outside is for the user to see their 
model from the window outside. There is a second floor that is currently empty, and you can look 

around with your camera while being inside the showroom. The second floor is planned to have 

even more space for the user’s models, and can feature some decorations which make the 
environment look better.   

 

3. SOLUTION 
 

When you open the app, the first menu you will encounter is the model importer panel. This 
panel contains buttons that allow you to import glTF format 3D models [13]. There’s two ways to 

import models, one is pressing the red “Load ZIP” button allowing you load glTF project files 

from a zip which the app automatically unpacks. And two, the yellow “Load Folder” button that 
also loads glTF project files straight from a folder. Once project files are located and when you 

press the green “Load Model” button underneath, there are a couple bars that will show change. 

First is the path bar that shows the path of your model files, second is the status bar which shows 
the current importing status messages whether that be an error or successful import message. And 

last is a simple loading bar to show importing progress. After the progress is finished, with the 

help of the UnityGLTF package, the app will unpack the model files and spawn the model into 

the showroom scene including its textures, closing the main panel allowing you to walk around 
the scene [6]. By pressing Q by default, you can again open up the main menu panel. Another 

menu included is the AI generator menu which can be accessed by a blue button labeled “GO TO 

AI GENERATOR” located at the very bottom of the screen. This will take you to another menu 
with only one green button labeled “Generate” that will generate a car description for 3D car 

modeling and design inspiration. And anytime again, pressing Q or pressing the blue button 

located at the bottom screen of the AI Content menu labeled “GO TO MODEL LOADER” will 

bring up the main panel. 
 

 
 

Figure 1. Overview of the solution 
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The system’s first core component is the glTF loader that loads 3D models that have a .gltf 
or .glb file formats which Unity doesn’t natively support [7]. The loader itself also allows 

textures to be imported contained in the same project files folder fully showing its final model. 

The main purpose of this loader for this app is to import car models and preview them in the 

showroom. 
 

 
 

Figure 2.  Screenshot of the showroom 

 

 
 

Figure 3. Screenshot of code 1 

 

The glTF model loader first requires us to use the UnityGLTF package to access the 
GLTFSceneImporter class that processes all the models, scene, and texture files and is ready to 

be accessed and controlled in Unity. The class requires a glTF file name where we then input in 

the uri path of the project files. This path is made available and filled out before loading in the 
model when we import a zip or folder of the glTF project files. After this, we do a try and catch 

to see if we are able to import the glTF project as not all features are implemented and may not 

be supported in Unity yet. If successful, the scene importer loads the project files with the 
“LoadSceneAsync” function that comes with a onLoadComplete action that returns a model after 

import success. This model is essentially the final 3D model that we have imported and now 

control freely in Unity. If any previous project is loaded in the showroom, then that will be first 

destroyed and replaced with the new one. Once the project model is loaded then we call the 
function “AdjustModelTransform” that completes a couple things. First is the scaling of the 

model that changes the local scale of any model to perfectly fit inside a specific size bounding 

box that fits within the showroom scene. And then it also moves and rotates the object right on 
top of a specified location we set within the scene for viewing. 
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The app’s second core component is the AI content generator that generates car descriptions 

made for 3D artists and designers to help and inspire to create new car models that they can make. 

This system mainly uses the OpenAI package for Unity that allows us to access the API of the 

most famous ChatGPT service. 

 

 
 

Figure 4. Screenshot of the AI Content 

 

 
 

Figure 5. Screenshot of code 2 

 
To access the OpenAI API, the code first needs to access the OpenAIClient which is our main 

port of access to the backend services [14]. At the start of the app, we create a list of Messages 

which contains data about the message itself that is being sent and who sent it (also known as 
Role). Along with the new list of Messages at the start, is the addition of a new Message sending 

the instructions (the prompt written to describe what output we want the AI to generate, which in 

this case, car descriptions). This message is sent to the system Role to be its initial full 
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conversation prompt. The “Generate” function is connected to the UI button on the AI Content 
menu panel within the app that simply calls the function “SubmitChat”. This function contacts 

the OpenAI client by calling “openAI.ChatEndpoint.GetCompletionAsync” that calls the backend 

chat service, and has the code wait asynchronously to receive the AI output. This output, called 

by writing  “response.FirstChoice”, is then sent back into a text box on the app. 
 

The final core component of the app is the Player Controller. The showroom app requires us to 

view the actual import glTF project model so we need to have a player that walks around 
showroom level so we can view the car model all around.  

 

 
 

Figure 6. Screenshot of player controller 

 

 
 

Figure 7. Screenshot of code 3 

 

The PlayerController script contains many features such as jumping, gravity, looking around in 

first person view, and simply moving around. When moving around, you can either walk or run 

activated using the run key (holding left shift as default). The code first needs to determine the 
“right” and “forward” of the current player. The first person camera look feature allows us to 

look around the scene thus changing which way is forward and which way is our right side. We 

use Unity’s “TransformDirection” function to convert a direction to a new player's local direction 
of where our player is truly looking (simply by example, looking southwest of the world now 

becomes our player’s forward direction since that is where we’re looking). We use this new 

forward and right direction to now control the player moving around. By using 
Input.GetAxis(“Vertical”) to get input forward and back movement using the W and S or Up and 

Down arrow keys, and Input.GetAxis(“Horizontal”) using the A and D or Left and Right arrow 

keys to move left and right. These inputs return -1 or 1 based on the key we are pressing and 

multiply this number by the forward and right direction which we then finally assign to the Unity 
character controller “Move” function to tell the player which direction we are moving. As an 

example, if we are looking South of the world, South now becomes our player’s forward 
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direction, so pressing S or Down arrow key returns a number -1 so forward direction multiplied 
by the negative 1 puts the player moving backwards aka the world North direction. 

 

4. EXPERIMENT 
 

I would like to test how my program works among the general audience, both professionals and 
casual users. This will be important because usability and likeability of the app for a broad range 

of users means it meets the needs of different skill levels and expectations. In so doing, I would 

be in a position to ascertain the barriers involved, integrate certain feedback into my 
improvement, and thus come out with an inclusive, easily accessible app, serving its purpose for 

all concerned. 

 

For implementing the experiment, I have prepared a survey and gave access to the application to 
the participants. Participants consisted of professional designers to casual users; it can present a 

wide range of audiences. They were assigned tasks regarding importing 3D models, navigating 

the showroom, using the AI generator to create descriptions of cars, and giving feedback on 
usability, features, and the challenges they have encountered. This setup allowed me to see how 

well the application addressed both professional and amateur users. This was an upfront design to 

expose strengths, identify flaws that needed more improvement, and ensure the functionality and 
appeal were prepared for a larger audience. 

 

 
 

Figure 8. Table of the experiment 

 

 
 

Figure 9. Car showroom survey 

 
In the survey of 20 users, 14 users found the application helpful at 70%, while 6 did not find it 

helpful at 30%. This reception is fairly strong, and many liked the ease with which the 

application simplified model visualization and gave creative design ideas. For instance, Alex 
appreciated how easy it was to import a model, while Chris found the setup of showroom 
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backgrounds very useful. Moreover, Morgan praised the fact that AI really saved much time 
while getting great, creative design prompts. Finally, in 30% this was not helpful, mainly for 

some kind of technical problems and incompatibility-like Taylor and Dana not catching glTF as 

an expected file format, while Riley was pretty slow on the old hardware. It generally looks to 

keep the promise of being helpful for pros and end-users alike. For most of the few noted 
technical challenges, the strong focus on accessibility and creativity overshadows them. Certainly, 

addressing pain points like format flexibility or optimization for older systems would go a long 

way in further easing adoption. 

 

5. RELATED WORK 
 

This paper discusses the usability factors that influence the process of learning 3D modeling in 

VR and identifies such factors as interactive quality, dynamic compatibility, and flow effects [8]. 
The research explores these factors in the effort to enhance the learning experience in VR-based 

3D modeling education. 

 
While this research focuses on a very specific usage of 3D modeling in VR-for educational 

means - our project focuses on a virtual showroom for car model visualization. Both are 

conceived to interact in immersive environments with 3D models. Nevertheless, our application 
incorporates an AI content generator, which helps users build up descriptions of cars-which is a 

functionality not found within the VR educational tool-and with options for customized 

backgrounds and user-defined controls beyond that developed for educational parameters in the 

VR study. 
 

The paper illustrates how AI is influencing design for creativity and efficiency, from automating 

repetitive tasks and generating new variations in design to giving insights into consumer 
preference that allows data-driven personalized design solutions [9]. 

 

Both this research and your project use AI to enhance the design process. While the research 
covers a wide domain of AI applications in the design industry, focusing on the aspects of 

automation and data-driven personalization, our application will specifically use AI for 

generating descriptions of cars in order to help designers conceptualize certain features. Further, 

our system provides a virtual showroom for immersive visualization-a component not covered by 
the broad view of the research. 

 

This paper proposes some usability principles that can be applied to user interfaces of complex 
3D parametric architectural design and engineering tools to be able to improve user experience, 

since working and navigating within complex 3D environments is challenging [10]. 

 

While the focus of this research is on architectural design tools, it does share common ground 
with our project in working within complex 3D environments. Both systems require intuitive user 

interfaces for easier interaction with models. Our application is focused on the automotive 

industry and will have a virtual showroom and AI-generated content to support designers. In 
addition, our system is targeted for both professional and casual users, while the study focuses on 

tools that are mainly for professional architects and engineers. 

 

6. CONCLUSIONS 
 
During the making of my project, I discovered some limitations which hindered the effectiveness 

of my app. First, I feel like I could have improved on creativity in making this app, with better 

usage of models and designs. I also feel like my lack of familiarity with Unity has caused some 
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issues in the building and designing of the app. There are also a lack of models that I could find 
on the unity asset store, which meant that some of the models felt out of place in the app. Another 

place I could have improved on is a character model to view instead of a blank model, which may 

enhance user experience. The main building itself feels like it lacks details compared to the other 

buildings on the map, which I would like to fix. Some of the other limitations are my lack of 
experience in making UIs and scripts. The app can also only import in GLTF files, which makes 

it inconvenient for certain users to upload their models [15]. Another issue is that the AI 

descriptions sometimes didn’t feel unique or authentic, making it difficult for the user to utilize it. 
The AI could instead put out a variety of descriptions to make choosing one easier, instead of 

having the user repeatedly regenerate prompts. 
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