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ABSTRACT 
 
Chess is a widely played game, but accessibility barriers can prevent many people from fully engaging 

with it. This project aims to study and create a more accessible chess application that integrates AI 

features to help with usability. The program features 3 main systems, a speech-to-command system that 

allows players to make moves using voice input, a text-to-speech system to give audio feedback on board 

states, and a system for move validation to make sure the AI output is more accurate [1].  

 
To test the system, we did an experiment where users provided voice inputs, and we compared them to what 

the AI thought they said to look for the most common mistakes in the AI’s output. This showed that most 

simple commands were accurately processed, but more complex phrases and words that could be spelled in 

multiple ways gave it more trouble [9]. We were able to use those tests to look for cases of slight errors 

and adjust for them to improve our speech command’s accuracy. This project helps demonstrate how AI 

features can enhance accessibility features to promote more inclusive gameplay. 
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1. INTRODUCTION 
 
I was inspired to create this chess app because I want people all around the world to experience 

and play chess as I’ve met people with sensory impairment(s) before who still love and play 

chess [2]. However, because people who unfortunately have sensory impairment(s) have a hard 
time learning, and improving at chess. It is estimated that 5-16.5% of the general population has a 

sensory impairment, an extreme detriment to their lives as the loved ones of people with serious 

sensory impairments must take care of them, negatively affecting the lives of their own, and their 

loved ones [3]. My hope with this chess app is to be one of the positive things that people with 
sensory impairments have. 

 

The articles talk about ways they have explored and implemented different accessibility features 
for both physical and digital games. The annotated chess board solves the issue of knowing 

different locations of a chess board by feeling it, but this does not transfer to digital games since 

most games do not have physical objects to support interactions [10]. The issue the maze game 

ran into is the delay with their audio commands and the actual input going through. This is the 
biggest downside with speech to commands, whatever the spoken command is has to be fully 
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spoken before an action can start to take place. This is not as present with our because the game 
does not have a time limit and allows the player to play at the pace they choose. 

 

The project idea is to adapt an existing chess project to introduce more accessibility features into 

the game. We are using an existing game of chess as a base instead of creating one from scratch 
because we want to focus more on creating features that can enhance the game instead of creating 

the game ourselves. We created a speech-to-commands feature so that instead of having the “grab” 

pieces and move them to the position you want, the user can instead state “A2 to A3” and the 
piece on the a2 square will be moved to the a3 square. This feature is not limited to just moving 

pieces, menus and other settings can be changed using it. This allows users to interact with the 

game with minimal button presses. There is also a system to have those moves read back to the 
user once the move is completed. This solution is much more effective in the context of chess. 

This is because using speech commands takes time to execute, in the context of chess, users will 

have more time between moves to both think of their move and give the system time to process 

their move instead of using speech to commands in a faster-paced game. 
 

We tested the AI system’s accuracy. We gave the system a set of voice data to see how it handled 

the input and the accuracy of its output. We found that it was mostly accurate at interpreting the 
speech into words, but it would often get confused and return words that were not said. This 

made us change how we use the AI’s output by filtering its output and correcting it. We looked 

for common mistakes and made cases to correct those mistakes. The experiment helped us refine 
the audio system even more so that we can make more accurate decisions on the system's output. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. The Speech-to-Commands Feature 
 

For the speech-to-commands feature, skepticism could be that it would struggle to understand 

words that some people say and would not be able to parse their speech into a command or move. 

We have addressed this by adding an accepted word list. We noticed it was struggling with some 
words when navigating menus so when a menu command is said it goes through the list and sees 

if the word it heard is on the list, such as “text to speech” could be heard as “texas beach,” we 

tested the phrases and added similar sounding ones to the list. 

 

2.2. The Text-to-Speech Feature 
 

The second feature is the text-to-speech. One concern is that the voices can sound unnatural or 

robotic and negatively impact user experience. One of the solutions is we can allow users to 

change the speaking voice to one of the other characters to make the voices more unique.  

 

2.3. Convert the Output 
 

The last feature is the way that we convert the output of the AI to make sure the moves come out 

accurately. We solve this concern by having the commands structured in a predictable format, 

“A2 to A3.” Nowe that the commands are in a predictable format, we can account for situations 

where the output is just a little bit inaccurate.   
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3. SOLUTION 
 
First, the user has the option to start using the speech-to-commands, to use this the user has to 

press space bar once to start speaking a command, and once more to finish the command. The 

audio is sent to HuggingFace to turn the audio into text which will then come back [4]. The text 

is then parsed, and the code completes a command based on what the text came back to. There is 
also a word list that can be found in the upper right corner to see what types of words can be used 

to navigate menus. There are 2 play options, the first is the Sandbox mode, which gives all the 

pieces the ability to move whenever they want, this can also be used to play locally with people 
[5]. The other mode is the play-against-AI mode. The user can choose if they want to play as 

white or black pieces for who goes first, the user can also choose the difficulty of the AI 

opponent from 1 to 3. When inside the game, based on piece color one person will go first and 

start the game. The last button on the home menu is the quit button, it will shut down the entire 
game. 

 

 
 

Figure 1. Overview of the solution 

 

The first component’s purpose in my program is voice command [6]. Voice command listens to 

user input by using an API that turns our voice into a string. 

 

 
 

Figure 2.  Screenshot of the game 
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Figure 3. Screenshot of code 1 

 

The function receives a command, the command is a string that is assigned to the variable move. 

First, the text is displayed in the game so that the user can see what the AI heard them say, then it 
compares the text to word lists to find out if the user is trying to navigate a menu. If the user is 

not trying to navigate a menu and is trying to move a piece then it goes to the next section of the 

code. If the first word is “move” then the code knows that it's a move, if the first word is not 

“move” then the code exits. If it is a move then the words are split up into sections, the first 
section is for the starting position and the second section is for the end position of the piece, and 

it attempts to do the move. If nothing happens then the move is invalid and the user can try 

another move. 
 

The second component is a text-to-speech function [7]. The TTS will say the move that has just 

been played as it is happening and it can be prompted to repeat the move if the user clicks on the 
move in either of the move history panels. 

  

 
 

Figure 4. Screenshot of code 2 

 

These are both functions that control the move history tabs for both the player and opponent. The 

format of a move that goes into the history panels is the number that the move is, if it's the first 
move it's 1, if it's the second move it's 2, then the piece symbol and its end position. For example 

2 : Kh3 | means it's the second move and the knight was moved to k3. When it receives that data 

it creates a button that displays that information, the reason the data is on a button is so that it can 

be clicked and the text will be repeated. Once the button is created it then calls a function called 
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ChangeAudio that is attached to the camera. When that function is called the audio of the movie 
that was just made is played from the camera so the player can hear it. 

 

The third component is the component that is responsible for moving the pieces. Every time a 

piece is clicked on the OnBeginDrag function is called, when the piece is dropped the function 
OnEndDrag is called to place the piece, this is the OnEndDrag function.  

 

 
 

Figure 5. Screenshot of code 3 

 

When a piece is picked up it colors all of the squares the piece is allowed to be placed on. The 
first thing the OnEndDrag function does is loop through all of the highlighted squares and make 

sure that the player is dropping the piece on one of the highlighted squares, if the square is not 

highlighted nothing happens. If it is highlighted then it starts to try and build out a move history 

entry by checking what type of piece the currently selected piece is. After it figures it out, the 
move is sent to the pieceManager to create a move history entry for it. It then calls the stockfish 

API to perform the move, stockfish checks if there is an opposing piece in the slot and if there is 

the piece is captured, if there isn't then the piece is moved to the square. 
 

4. EXPERIMENT 
 

The project uses voice recognition for speech to commands, for navigating menus and for 

controlling chess pieces. We are going to test the accuracy of the Ai by comparing the output text 
compared to what the user actually said [8]. 
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Figure 6. Table of experiment 

 

 
 

Figure 7. Table of the experiment 
 

Even though most of the cases shown above were of not matches, the system did a good job of 

matching its output with what was originally said. We wanted to highlight that at times the 

system's output was incorrect and led to having to say the same commands multiple times. The 
best way to make sure an output was accurate was by speaking slowly and clearly which made it 

feel slightly unnatural to use at times. Even though there are not that many commands in the 

project that we would use, the system when talking normally was about 60% accurate, but when 
not thinking about the way I speak dropped to around 40%. While the system is useful, it would 

not be entirely practical to use in every case because of its inaccuracies. 

 

5. RELATED WORK 
 

This is a link to the home page of the International Braille Chess Association, their goal is to help 

make chess more accessible to blind people [11]. This is similar to the one of this project, they 

want to make chess more accessible and bring it to a larger audience, this project works with 
digital chess, but theirs is more focused on assisting with a physical board. They make the board 

more readable by annotating it in different ways with different markings, we use voice commands 

and text-to-speech so that the user does not have to rely as heavily on the screen. 
 

This article, unlike the other, focuses more on accessibility for digital games [12]. Like us, they 

are using voice commands to receive user input and turn it into game moves. The game they are 

playing is a maze game, the user is in a maze and has to find the way out using the commands left, 
right, up, down, go, and stop. The issue they ran into is the delay between the user speaking and 
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the input happening, this is not an issue we have to deal with because chess can be played at a 
different pace than their game, but the article does highlight the potential issues with input delays. 

 

This article focuses more on how games can be changed to support more accessibility features 

[13]. They cover a large number of topics, from dynamic difficulty to adaptive game controls, 
and real-time audio captioning. This article talks about potential changes to games to help support 

these features but also talks about potential issues. There is a large cost of using AI-driven tools, 

there are privacy concerns with data collection, and there is a potential for the game to be over-
reliant on AI features. If properly kept in check, this article talks about a potential future for 

accessible gaming. 

 

6. CONCLUSIONS 
 

If we had more time, we would have made more improvements to how the program listens for 

audio input. Right now, the program listens for the “space” key to be pressed, when it is pressed 
it starts to record audio, when it is pressed a second time then the recording stops. We would 

improve the system by removing the key presses entirely [15]. When the microphone hears audio 

over a certain threshold, it would start recording, when that audio drops below a different 

threshold, it would stop. It would take that audio and send that instead to completely remove 
having to press a key. If we were to continue, we would add some of our own custom UI 

elements instead of using mostly default UI or what already existed inside the project [14]. If we 

had  to restart we would first focus on improving the speech to commands to try and make it fluid 
to use, the speech to commands was one of the later features that was built. 
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