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ABSTRACT 
 
This project presents a sobriety detection system aimed at preventing drunk driving through 

a combination of image recognition, alcohol sensing, and speech evaluation tests. This 

project uses a Raspberry Pi device, equipped with an alcohol sensor and a camera to 

assess a user’s sobriety by analyzing facial expressions and blood alcohol content (BAC) 

[9][10]. Additionally, a vocal test is conducted using the user’s smartphone, with results 

processed and stored in a cloud database for further analysis. The system offers an 

affordable, reliable, and user-friendly alternative to traditional methods, such as 

breathalyzers, by detecting both alcohol and drug impairment. Through a series of 

experiments, the system demonstrated high accuracy, achieving a 97% success rate when 

combining all tests, highlighting its potential to reduce driving under the influence of 

incidents. 
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1. INTRODUCTION 
 
Drunk driving has been an issue since motor vehicles were first created, exemplified by the 

growing access to cars over the years. Beginning in the 1830s, the temperance movement in the 

United States was the first anti-alcohol movement, and the first drunk driving arrest was made in 
1897 [2]. Nearly 25 years ago, surveys showed that 90% of households had at least one car, and 

this number has grown to 92% according to United States Census data [1][4]. As more people 

have access to cars, this issue will continue to grow unless measures are taken to prevent it. 

Drunk driving is an issue that should, and in recent years, have been brought into the limelight, 
because according to data from the National Highway Traffic Safety Administration, in 2022, 

alcohol impaired traffic deaths resulted in 13,524 people dying, of which 2,337 had BAC(Blood 

Alcohol Concentration) of 0.01 to 0.07[5]. Although the federal limit for BAC is 0.08, we can see 
that even below this amount, driving is dangerous [3]. This problem affects everyone because 

anyone who is drunk on the road is a danger to themselves as well as everyone else around them. 

All of these deaths are preventable, so why not take a step to do so? 
 

The first methodology uses a breathalyzer that uses infrared light to detect alcohol in a user's 

breath, as alcohol absorbs infrared light. This method identifies alcohol consumption, but my 

project has a broader scope and is capable of detecting impairment caused by both alcohol and 
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drugs, which a breathalyzer cannot do. The second methodology examines drunk driving 
punishments based on BAC. However, my product not only accurately measures BAC but also 

uses vocal and facial features to guarantee accuracy. The final methodology proposes a 

prevention system using blood pressure, alcohol content, facial expressions, road data, and car 

acceleration. If three drunk driving indicators are detected, the ignition is cut and authorities are 
notified. However, their product's cost and effectiveness are unclear, while my product is 

affordable and effective. 

 
The product created is directed to the individual and people who are concerned for them. We 

have created an application which can detect whether someone is sober or drunk. If a loved one is 

concerned for their safety, they can easily use this application and prevent them from driving if 
they are drunk, or permit them to go. The individual can use it themselves before driving, but if 

they are drunk, this will likely be ignored and someone else will have to do it for them. We 

trained a custom AI model for the Raspberry Pi to detect if someone is drunk based on their face, 

which is handled using the camera on it [11]. It is noteworthy to mention that it will also measure 
the blood alcohol sensor using an alcohol sensor on the same device to check for Blood Alcohol 

Content, and finally a vocal test by giving a sentence for the user to read out loud. 

 
Speaking of which, the vocal test uses a deep gram model to identify how accurately the person 

pronounces the words that are displayed to them in the application by converting them into 

vowels and words to match with the original sentence. 
 

This is an effective solution for the individual because there is easy access to the application, it is 

relatively cheap compared to the price of death or being arrested for driving while drunk, and it is 

better than other options like the Raspberry Pi 4 or the NVIDIA Jetson Nano Developer Kit [12]. 
The experiments focused on testing and improving a sobriety detection system using multiple 

methods: image recognition, breath analysis, and speech evaluation. The first experiment 

examined the accuracy of image recognition in determining sobriety, with dataset sizes of 500, 
1,500, and 3,500 images. Larger datasets significantly improved model accuracy, from 68% to 

94%. The second experiment tested a three-stage system combining breath analysis, speech 

evaluation, and image recognition. The system achieved a cumulative accuracy of 97%, with 

individual test accuracies ranging from 88% from speech to 94% from image recognition. The 
speech evaluation showed variability due to articulation and environmental factors. The 

combination of these methods was designed to address each of their limitations. The experiments 

demonstrated the importance of large datasets and complementary testing methods for fine-tuning 
effective sobriety detection. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. To create an AI model 
 

To create an AI model that was consistent and accurate, we had to use a larger dataset to train 

with. To do so, we used Roboflow to find a dataset of 1800 images of people who were drunk 

and Teachable Machine to train the dataset. We then tested the model by seeing how the model 
would react when putting an image of a sober person and an image of a drunk person in front of 

the camera. Once satisfied with consistent results, the model was complete.  
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2.2. Finding the Right Hardware 
 

Finding the right hardware takes into consideration the cost of use for the user and how good the 

performance of the hardware is. Therefore, the hardware with the best cost-to-performance ratio 
would be used. There were three main pieces of hardware to consider: The Raspberry Pi 5, the 

Raspberry Pi 4, and the NVIDIA Jetson Nano Developer Kit [13]. The NVIDIA Jetson Nano was 

easy to eliminate because it is too expensive to be feasible for most people and for the purposes 
of this project, sitting at $130. The Raspberry Pi 4 and Raspberry Pi 5 both cost around $60, 

which is less than half of the price of the NVIDIA Jetson Nano. Although they are both slower in 

processing speed, the tradeoff was worth it because of the difference in prices. The Raspberry Pi 

5 is significantly faster in processing speed than the Raspberry Pi 4 while remaining at a similar 
price, so it is the best option.  

 

2.3. The Selection of Tests 
 

The final problem to be solved is the selection of tests to use for sobriety. The vocal test and 

taking a picture were the tests chosen. This is because the Raspberry Pi 5 has its own camera in 
the kit, so it is fitted for the Raspberry Pi and would therefore work better. The vocal test was 

chosen because all smartphones have a built-in microphone, which would take the load off the 

Raspberry Pi, thereby making the whole process faster and also slightly cheaper, as the user 
would not need to buy a separate microphone. The vocal test and taking a picture are also easy 

for the user to operate, as the vocal test automatically runs once the user decides to start the test, 

and while they are speaking into the phone, a picture is being taken and the AI model is being run 
on the Raspberry Pi to check for sobriety.   

 

3. SOLUTION 
 

The program officially starts on the picture test screen, during which the Raspberry Pi 5 takes an 
image of the user to check their eyes to determine if they are sober or drunk and uses the alcohol 

sensor on the i to check for the user’s blood alcohol content. Both of these processes happen on 

the Pi. Next, it goes into the vocal test screen, which gives the user a phrase from which they 
would read it aloud and the data is stored in the final part of the program, the Firestore and 

Firebase storage area, where all the data from the vocal test, the picture test, and the alcohol 

sensor are both read to determine whether the user is sober or not. After getting a conclusion, the 

user is directed to the “Previous Tests” screen, which will show a card with their image, the date 
at which the test was taken, the alcohol level, confidence for the result, the verbal test result, and 

a green check or a red cross to show sober or not sober respectively. 
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Figure 1. Overview of the solution 

 

The Raspberry Pi is used for the picture test and the alcohol sensor. The picture test determines 

whether someone is sober or not through an image taken by the camera on the Raspberry Pi and 
running a program on it which uses an AImodel trained with 1800 images of drunk and sober 

people through the website Teachable Machine [14]. The alcohol sensor checks the blood alcohol 

content of the user and stores the information. 

 

 
 

Figure 2. Picture of the component 
 

 
 

Figure 3. Screenshot of code 1 

 

The MICS 5524 sensor module takes care of the measurements for the blood alcohol content. 

Using this sensor with Raspberry Pi is only feasible through an ADS1115 Analog to Digital 
Convertor module that allows us to connect the analog sensor to the Pi and read values. Then 

from the thresholds initialized by the creators of the sensor, the alcohol content is measured. This 

data will be sent to the Firestore Database alongside the image captured for the test completed 
before being sent to the phone app for the verbal test. 
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Moreover, SoberAI utilizes the user’s smartphone to make the vocal prompt possible. After they 
begin the test on their phone, and after their facial test is done on the Raspberry Pi, the user will 

be prompted with a sentence that might be a little tough in the first place., They will have to 

recite it and record their voice doing so. In the end, the recording of the sentence will be sent to 

Google Cloud using Deepgram’s voice-to-speech, then converted and evaluated on the server. 

 

 
 

Figure 4. Screenshot of the APP 

 

 
 

Figure 5. Screenshot of code 2 

 

After the user is done recording them reading over the sentence/paragraph, the recording is sent 
to Google Cloud Function Run and it will invoke the method above [15]. This method will then 

send the audio recording to the Deepgram for deconstruction to text. The text then is fed back 

into the function, comparing results with the original sentence and saving passing or not passing 
in Firestore. 

 

Finally is the storage section of the program. This application uses Firebase as its main cloud 
storage service. In Firebase, the pictures taken by the camera on the Raspberry Pi are stored. 

Firestore stores all the other information like the result from the vocal test, the blood alcohol 

content, user information, date of the test, confidence of the result, and everything else to come 

up with a final conclusion of whether or not the user is sober.  
 



284                                             Computer Science & Information Technology (CS & IT) 

 
 

Figure 6. Screenshot of the test 

 

 
 

Figure 7. Screenshot of code 3 

 

4. EXPERIMENT 
 

4.1. Experiment 1 

 

One of the possible blind spots in the program is its performance in determining sobriety under 
varied lighting or environmental conditions. Accurate detection is essential to ensure safety and 

reliability. 

 
The experiment involves testing a trained model’s ability to classify sobriety using image 

recognition. Controlled datasets of varying sizes, including 500, 1,500, and 3,500 images, are 

used. These datasets cover diverse scenarios to mimic real-world variability, such as different 
lighting, facial expressions, and postures. Control data is sourced from labeled images verified by 

experts. The setup evaluates accuracy, false positives, and false negatives to ensure robustness. 

By systematically increasing dataset size, the experiment identifies trends and limitations, 

ultimately ensuring reliable performance under diverse conditions. This setup mimics real-world 
scenarios and ensures practical application. 

 

One of the tests that the user has to do is the picture test, where a trained model to determine 
whether a person appeared sober or under the influence, aiming to decide if they were fit to drive. 
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Initially, we explored comparing eye features between their sober and influenced states. However, 
this approach proved to be inconsistent and inaccurate due to the variability in eye characteristics 

across individuals and situations. 

 

The final and more effective approach utilized image recognition techniques. We tested datasets 
of various sizes, eventually settling on a dataset containing approximately 3,500 images. This 

dataset provided a diverse range of examples that significantly improved the model’s accuracy 

and reliability. 
Below is a hypothetical graph showing the relationship between dataset size and the estimated 

accuracy of the model: 

 

 
 

Figure 8. Graph of the relationship 

 

The graph illustrates how increasing the dataset size contributed to a noticeable improvement in 
the model's performance. 

 

The experiment’s results highlighted several important findings. The mean and median 

performance of the model improved consistently as the dataset size increased. The lowest 
observed accuracy, around 68%, was with the 500-image dataset, while the highest accuracy, 

approximately 94%, was achieved with the 3,500-image dataset. 

 
The shift from using eye-based features to image recognition was a pivotal decision. Eye feature 

analysis yielded inconsistent results due to individual variability, whereas image recognition 

provided a more generalizable and robust method. The dataset size had the most significant 

impact on results, with larger datasets offering a wider variety of training examples and reducing 
overfitting. 

 

One surprising observation was how quickly accuracy improved between the smaller datasets and 
the 3,500-image dataset, emphasizing the importance of comprehensive training data. These 

results underscore the value of robust datasets and the limitations of relying solely on feature-

specific methods for nuanced tasks like sobriety detection. 
 

4.2. Experiment 2 
 
To ensure accurate sobriety detection, a series of tests is used, combining breath analysis, speech 

evaluation, and image recognition. These methods are essential for comprehensive and reliable 

assessments. 
 

The system employs a three-stage testing process. First, a MiCS5524 module detects alcohol in 

the driver’s breath as they enter the car. If no significant alcohol is detected, the driver is 

prompted to read a sentence aloud to evaluate speech clarity and identify slurring. Finally, an 
image recognition model assesses physical signs of sobriety. Each test provides an independent 

evaluation, with all three required to pass for driving approval. 
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This design ensures redundancy, addressing potential inaccuracies of individual tests. The chosen 
methods prioritize reliability, accessibility, and user compliance, avoiding intrusive or impractical 

alternatives. Control data comes from labeled samples of sober and under-the-influence states. 

The experiment involves testing the performance of the three-stage system on a dataset of 100 

test cases. Each case includes a combination of breath analysis, speech evaluation, and image 
recognition results, labeled as either “Pass” or “Fail.” Below is a hypothetical table summarizing 

the outcomes: 

 

 
 

Figure 9. Table of the outcomes 

 

The graph below visualizes the cumulative system accuracy when combining results from all 
three tests: 

 

 
 

Figure 10. Table of the accuracy 

 

The three-stage testing process demonstrated high cumulative accuracy, achieving an overall 

success rate of 97% when all methods were combined. Individual test accuracies ranged from 88% 
for speech evaluation to 94% for image recognition. The lowest observed accuracy was from 

speech evaluation, likely due to variability in user articulation and environmental noise. Breath 

analysis and image recognition performed consistently well, with minimal false positives and 

negatives. 
 

The decision to use these specific methods was driven by their complementary nature. Breath 

analysis addresses immediate alcohol detection, speech evaluation highlights cognitive 
impairment and image recognition detects physical signs. Combined, they provide a robust and 

layered assessment, mitigating the weaknesses of individual methods. 

 

Other potential approaches, such as invasive testing or behavioral observation, were excluded due 
to impracticality and lower user acceptance. The series of tests was chosen to balance 

effectiveness, user compliance, and feasibility, ensuring a reliable system for real-world 

application.  
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5. RELATED WORK 
 
T. Shyam Ramanath et al. use infrared light to test whether the user is drunk or not by testing the 

breath of the user. If the user is drunk, their breath will contain some alcohol content and alcohol 

as a gas has the property of absorbing infrared light. The sensor they use will then detect the 

missing infrared light and be able to detect if the user has consumed any alcohol. Although this 
method is effective in detecting whether someone is drunk, my project has a wider range, able to 

detect drivers impaired by alcohol and drugs, which they are unable to do [6]. 

 
Benjamin Hansen examines the punishments against drunk driving, focusing on the BAC of the 

individual. However, my product is not only able to check the BAC of the user and report it 

accurately with an alcohol sensor, it also acts as a prevention mechanism and an extra layer of 

safety [7]. 
 

Koneti Sandeep et al. proposed a prevention mechanism utilizing the blood pressure, alcohol 

content, facial expressions, road information, and acceleration of the car. If three qualities of 
drunk driving are met, the ignition will be cut and reported to authorities. However, there is no 

mention of the cost of these products and how effective it may be, whereas my product is both 

cheap and effective [8]. 
 

6. CONCLUSIONS 
 

A potential limitation to the project is that for it to be used as a killswitch, it would have to be 

manually connected to a car, which is not easily accessible for some people. Because of this, we 
chose not to implement this feature in the project. To make the process more user-friendly, we 

could automate the entire process once the user gets in a car to do the scan and make a report 

rather than the user having to click the “start test” button. 
 

Although my project has the limitations mentioned above, I also know that this project will allow 

a user’s loved ones to be less worried about them because they will be informed with guaranteed 

accuracy if the user is in danger while driving on the road. 
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