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Abstract. Text-guided image editing on real images, particularly in the context of fashion, presents a
highly versatile yet challenging task. This process requires that the editing system take as input only
the original image and a textual instruction specifying the desired modifications. The system must au-
tonomously identify the regions of the image to be altered while preserving the other characteristics of the
original image. In this paper, we present our approach, which leverages state-of-the-art artificial intelli-
gence techniques, including deep neural networks, large language models (LLMs), and advanced methods
for image generation and editing, such as Stable Diffusion and InstructPix2Pix. By integrating these mod-
els, our system achieves precise interpretation of textual instructions and ensures consistent application of
modifications while maintaining the visual integrity and authenticity of the original image. This framework
provides a comprehensive and scalable approach for text-guided image editing, applicable to fashion and
various other domains.

Keywords: Artificial Intelligence, Computer Vision, Image Editing, Neural Models, Text-Guided Image
Editing, Deep Learning, Large Language Models (LLMs).

1 Introduction

Integrating text guidance into image processing tasks has become a major focus of com-
puter vision research in today’s digital age. The ability to interpret and execute image edits
based on textual instructions represents a groundbreaking approach with wide-ranging ap-
plications, from creative content generation to image enhancement in various domains [4].
This work focused on developing a text-guided image editing system for fashion images,
encompassing both realistic images sourced from catalogs or photographs and generated
images. Unlike generic image editing, fashion-specific editing requires an exceptional level
of detail to preserve the identity and characteristics of garments while performing precise
modifications, such as changing colors, fabrics, or styles. Handling realistic images further
adds to the complexity as current generative AI methods are predominantly optimized for
synthetic image generation and often struggle with realistic inputs.

Our main goal is to create a system that can change images based on written instructions.
We want to make it easier for people to edit images by using words instead of complicated
editing tools.

Image editing has emerged as a powerful tool for users. The most advanced techniques
available, especially in image editing nowadays are Text-to-Image Diffusion Models: Ad-
vanced tools such as DALL-E 2 [14] and Imagen [3] are capable of producing highly
detailed images from textual descriptions. These models face challenges in fine-grained
control, often struggling to capture complex scenarios, generate highly detailed images.
However, those models can include difficulty capturing exact user intent or changing local
adjustments to existing images, especially realistic ones.
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In the other hand, ControlNets is an Attribute Editing with Diffusion Models [18, 19]. It
allows for targeted modifications to existing fashion images; adjusting the color of a gar-
ment, adding embellishments, or changing the style of a shoe, all through text prompts.
However, these edits are currently limited to pre-defined attributes and may struggle with
preserving the original garment’s identity during com- plex edits. The Object Addition
and Editing are techniques like SDEdit and DiffEdit [5]. They allow for adding new fash-
ion items or editing existing ones within an image. While these techniques offer exciting
possibilities, they often rely on user-defined masks or noisy inversion processes, which can
limit control over placement. Finally, Spatial Editing like DragGAN excel at efficiently
moving existing fashion items within an image [11]. However, these techniques are cur-
rently limited to spatial manipulation tasks and cannot handle other editing needs like
color changes or adding new items.

Despite these advancements, challenges remain. Many existing methods rely on optimization-
based approaches, requiring per-prompt or per-image tuning, which hampers scalability
and efficiency. Furthermore, a core requirement of image editing—preserving unedited re-
gions while making semantic changes to relevant areas—remains inadequately addressed.
Current methods often introduce unintended changes, compromising the quality and us-
ability of the edited images.

A significant limitation of most existing generative methods is their poor adaptability to
realistic images, as they are often optimized for synthetic data. Realistic fashion images
present a unique challenge due to their complexity, requiring precise edits while preserving
the texture, fit, and overall aesthetics of garments. Compounding this challenge, a lack of
suitable datasets for training text-guided fashion image editing systems necessitated the
development of custom data generation approaches.

To address the absence of a pre-existing dataset, we employed two novel approaches to
generate the required training data. The first approach draws inspiration from the In-
structPix2Pix [4] framework, where textual instructions were paired with corresponding
edited images generated through iterative refinement. The second approach, based on our
own research, leverages large language models (LLMs) to generate diverse and meaningful
textual instructions. These instructions were then paired with images edited using Stable
Diffusion models to simulate the desired outcomes. This dual strategy allowed us to con-
struct a comprehensive dataset encompassing a wide range of editing scenarios, tailored
specifically for the fashion domain.

In this work, we introduce a novel text-guided image editing system tailored specifically
for fashion images. Our system bridges the gap between realistic and generated fashion
images by offering precise and automated editing capabilities. Built upon the Stable Dif-
fusion model, our approach ensures fidelity to the original image while enabling targeted
edits guided by textual instructions. By addressing the limitations of previous methods
and overcoming the dataset challenge, we demonstrate a significant advancement in han-
dling realistic images, which has been a critical bottleneck in the field. This document is
structured to first present an overview of the business context and dataset preparation,
focusing on integrating diverse inputs of both realistic and generated fashion images. We
then detail the development of our system, including its architecture and optimization
strategies, and demonstrate significant improvements over existing methods in the fashion
domain.
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2 Background

The key feature of transformer-based architectures is the attention mechanism, which
captures intricate dependencies within input and output sequences. This innovation has
been pivotal in adapting these models for multimodal tasks such as text-guided image
editing, enabling them to revolutionize not only natural language processing (NLP) [1,15]
but also image generation and editing by effectively bridging textual and visual modalities.
Although traditional attention mechanisms were combined with recurrent networks to
improve sequence modeling [10]. However, this approach poses challenges, particularly re-
garding computational efficiency and handling long dependencies. The transformer model
emerges as a state-of-the-art solution in the realm of NLP, specifically designed to address
these challenges. This innovative approach revolutionizes the field of NLP, offering unpar-
alleled efficiency and effectiveness in capturing intricate relationships within sequences.
It aims to revolutionize image editing by offering a user-friendly alternative to complex
editing tools. By enabling users to articulate desired modifications through instructions,
we aim to streamline the editing process significantly.

Over recent years, generative models have advanced to produce high-quality synthetic im-
ages by employing techniques such as Denoising Diffusion Probabilistic Models (DDPM)
[6]. These models simulate a diffusion process where noise is progressively added to an
image and then systematically removed, allowing for the reconstruction of clear, realistic
images and the generation of new visuals that reflect patterns from the training data.

Diffusion models have become pivotal in image editing applications [16, 17], excelling in
tasks such as denoising, inpainting, super-resolution, and style transfer [2,8]. Their adapt-
ability makes them particularly suitable for integrating textual conditions as guidance,
enabling intuitive user interaction through simple text inputs. By eliminating the need for
expertise in traditional editing tools, text-based guidance opens up accessibility to a wider
audience. Although these methods show promise in image editing, they often struggle
with synthesizing image information and targeted editing tasks due to gaps between im-
age modalities and the limited context provided by textual inputs. Text-based instructions
usually do not convey the full context of the image, which makes it difficult to accurately
determine the key elements that need to be changed. Consequently, the edits might not
align with the user’s expectations.
To overcome these challenges, additional guidance techniques have been explored. One
common approach is to incorporate manual annotations, such as masks, to explicitly mark
the regions of an image to be edited [12]. This method enhances precision by directing the
model to focus on specific areas based on user-customized instructions. While effective,
the reliance on manual annotations limits scalability and reduces the general applicability
of text-guided systems for large-scale or automated editing tasks.

The emergence of multimodel learning models such as CLIP Contrastive Language-Image
Pre-training [13] represents a significant advancement in the field. CLIP, a neural network
developed by OpenAI, is designed to learn visual concepts from language descriptions. It
addresses the challenge of learning visual representation from natural language by adapt-
ing a contrastive learning approach. Its strength lies in its ability to leverage a diverse and
expansive dataset of both images and text. Contrastive learning, a widely used technique
in machine learning—particularly in unsupervised learning—focuses on training AI mod-
els to identify similarities and differences across various data points.
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Our objective focuses on building a system that can effectively edit images based on
user-provided textual instruction. We used a pre-trained model that can understand these
instructions and use them to edit the image. To enhance the system’s performance for our
specific needs, we finetuned the model using a collection of text instructions along with
their corresponding original and edited images. This helped the system work faster and
more accurately, while also making sure it understands the instructions we give it.

3 Data and Methods

Developing an innovative image editing system driven by textual instructions requires
not only advanced models but also a robust and representative dataset. Such a dataset
must effectively bridge the gap between natural language directives and the desired visual
modifications, especially in the domain of fashion imagery. However, existing datasets
tailored for this specific task are scarce, posing a significant challenge. To overcome this,
we devised two complementary approaches for generating a dataset specifically tailored to
our use case. These approaches were informed by extensive research in the field and were
designed to balance realism, diversity, and relevance to fashion image editing.

3.1 Approach 1: Following the InstructPix2Pix Framework

This approach is inspired by the InstructPix2Pix framework, which combines pre-trained
language and image generation models to create paired datasets. This method relies on
the Fashion-Gen dataset, a large collection of fashion images with textual descriptions.

FashionGen dataset: The Fashion-Gen dataset is a large-scale dataset contain-
ing high-resolution fashion images (1360×1360 pixels) with detailed textual descriptions
written by professional stylists. This dataset is widely used in fashion image generation,
retrieval, and text-guided modifications.

The dataset consists of 293,008 fashion images, each captured from multiple angles (e.g.,
front pose, full pose). These images are paired with textual attributes describing the cloth-
ing’s category, style, material, and color. Below is an image sample from the Fashion-Gen
dataset, illustrating the pose variations, descriptions, and final preprocessed descriptions:

Fig. 1. Sample Data from the Fashion-Gen Dataset
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To generate modification instructions, we used the Falcon 7B language model, while a
pre-trained Stable Diffusion model was applied to create corresponding edited images. The
dataset was then constructed by pairing the original images with their modified versions
based on text descriptions.

The overall workflow for this approach is summarized in Figure 2, which outlines the step-
by-step process to generate high-quality paired data for training.

Fig. 2. Diagram of the first approach

Limitations of Approach 1

While this approach offered a scalable method for generating a large dataset, it presented
certain limitations in our case:

– Ambiguity in Instruction Generation: Falcon 7B often produces general or vague in-
structions, making precise modifications difficult.

– Inconsistency in Image Edits: The Stable Diffusion model lacks fine control over local-
ized edits, sometimes introducing unintended changes that distort the original image.

– Challenges with Realistic Edits: Due to the diverse nature of the Fashion-Gen dataset,
maintaining consistency between edited and original images is difficult, especially when
handling fine-grained modifications such as fabric texture or subtle color variations.

These limitations reduce the reliability of the dataset for training high-quality models. To
overcome these issues, we developed a second approach that ensures better precision and
control over the editing process.

3.2 Approach 2: Controlled Edits Using an Inpainting Model

Here, we explored and proposed an approach for generating the dataset. The goal of
this new method is to ensure that the generated images for the original and modified
descriptions maintain a more faithful visual relationship. To achieve this, we utilized a
pre-trained Stable Diffusion inpainting model [9], which allows for more controlled and
precise edits to specific regions of an image based on given masks. This approach lever-
ages Human-parsing-dataset and Fashion-controlnet-dataset from HuggingFace [7], which
includes images, masks, and Captions: Human-parsing-dataset typically contains labeled

Computer Science & Information Technology (CS & IT)                                 131



images in which each pixel is annotated to correspond to a specific category, such as body
parts (e.g., head, arms, legs), clothing (e.g., shirts, pants), or accessories. This dataset is
used in tasks like person segmentation and human part recognition to enable more detailed
image understanding. The Fashion ControlNet Dataset is designed for fashion image gen-
eration and manipulation tasks. It includes fashion images annotated with segmentation
maps, and other attributes that allow models to generate or edit fashion images based on
input prompts. The dataset facilitates advanced applications in fashion image synthesis.
By using the inpainting model, we can focus on making localized edits that are directly
related to the modified descriptions, ensuring that the rest of the image remains visually
consistent with the original. In this section, we provide a detailed explanation of the code
of the initiative approach used for data generation.

Masks and Impainting Model

The mask is a crucial input for the inpainting model, guiding which parts of an image
should be edited. Typically represented as a binary image, the mask highlights areas for
modification in white while keeping unchanged regions black. The model utilizes these
masks, derived from datasets like the human-parsing and Fashion-controlnet datasets, to
accurately target specific garments or body parts for editing. By employing a pre-trained
stable diffusion inpainting model, the system can perform localized edits without generat-
ing a new image from scratch. This approach ensures that modifications integrate seam-
lessly with the original image, preserving visual consistency by maintaining the structure
and appearance of unchanged areas. Overall, this method allows for precise adjustments
while keeping the integrity of the image intact.

Labeling the Dataset

Detect garment from the garments list and apply into a new column in modified-dataset
called detected-garment, where each caption in clip-captions is processed to detect a gar-
ment.

1 modified_dataset = pandas.DataFrame ({’CLIP_captions ’: dataset[’

CLIP_captions ’]})

2

3 def detect_garments_in_caption(caption , garments):

4 for garment in garments:

5 if garment in caption.lower ():

6 return garment

7 return None

8

9 modified_dataset[’detected_garment ’] = modified_dataset[’CLIP_captions ’].

apply(lambda caption: detect_garments_in_caption(caption , garments)

10 )

Listing 1.1. Detecting the clothing item

Identifies and handles rows with missing garment detection, it is then removed from the
modified-dataset but resets the original image-index after dropping them.

Instruction Generation

Color-names is a list of a predefined color. Get-instruction-format is a function that applies
a random instruction for changing the garment’s color by choosing one of three predefined
formats. Pil-to-bytes is a function to convert a PIL image object into byte data, which is
used for saving the image in the specific format (PNG).1

1 We applied the same logic for the fabric changes, where the function selects from a predefined fabric list
and constructs instructions.
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1 color_names = [’Red’, ’Orange ’, ’Yellow ’, ’Green ’, ’Blue’, ’Purple ’, ’Pink’

]

2 def get_instruction_format(label , selected_color):

3 formats = [

4 f"Change the color of {label} to {selected_color }.",

5 f"Replace the {label} color with {selected_color }.",

6 f"Make the color of {label} into {selected_color }.",

7 ]

8 return random.choice(formats)

9

10 def pil_to_bytes(img):

11 img_byte_arr = io.BytesIO ()

12 img.save(img_byte_arr , format=’PNG’)

13 img_byte_arr = img_byte_arr.getvalue ()

14 return img_byte_arr

Listing 1.2. Detecting the clothing item

We apply the same logic for the fabric changes, where the function selects from a predefined
fabric list and constructs instructions.

Image Generation

For the image generation process, we used the inference of the pre-trained inpainting model
GraydientPlatformAPI/jux-inpainting-sdxl to produce the final dataset. After apply
this model on the human-parsing-dataset and Fashion-controlnet-dataset, we filtered the
results to get a set of 3005 high-quality images. The resulting dataset contains original
images, edited images, and the desired instructions. Fig.3 illustrates the complete pipeline
of this approach.

Fig. 3. Diagram of the second approach

3.3 Fine-tuning Experiments

We explored the fine-tuning experiments conducted on InstructPix2Pix using our gener-
ated dataset to enhance its in text-guided fashion image editing [4]. Utilizing the Freezing
method for fine-tuning, we adapted the model to apply precise modifications. By freezing
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most of the model’s layers and training only a subset of parameters, we ensured efficient
fine-tuning with minimal resource usage.
During fine-tuning the InstructPix2Pix model, several arguments are used to control the
training process: The model processes 16 samples before updates; the number of samples
used during the validation process at each step is equal to 4; the models iterate the en-
tire dataset 50 times during training; the use of the 8-bit Adam optimizer, which reduces
memory usage by quantizing Adam’s weights to 8-bit precison.
Additionally, to monitor the fine-tuning process, we integratedWeights and Biases (WandB)
to track key training metrics in real time. This platform detailed insights into the model’s
performance, including loss curves, parameter updates, and relevant metrics, ensuring we
could adjust the training process for optimal results.

1 vae.requires_grad_(False)

2 text_encoder.requires_grad_(False)

Listing 1.3. Freezing Code Block

There are two distinct approaches to fine-tuning the InstructPix2Pix. Both strategies aim
to improve the models’ ability to generate concise images, but they differ in their method-
ology. Additionally, we will apply these approaches using 95% of the data for the training
and 5% for the validation. The freezing methodology is a widely used technique in finetun-
ing, which involves locking specific layers of the model to prevent their weights from being
updated during training. This approach enhances the efficiency of the finetuning process
and helps reduce the risk of overfitting.

To better illustrate the dataset distribution and fine-tuning results, we present Table 1,
which outlines the number of samples used for training and validation, along with the
average SSIM scores achieved during training and testing.

Table 1. Dataset Distribution and SSIM Scores for Fine-Tuning

Dataset Split Total Samples Percentage SSIM (Training Avg.) SSIM (Testing Avg.)

Training Set 2855 95% 0.87 -

Validation Set 150 5% - 0.89

Bitsandbytes is a popular approach and library for optimizing model fine-tuning, partic-
ularly when using large models. It focuses on reducing the memory footprint of models
by utilizing 8-bit and 4-bit precision rather than the usual 16-bit or 32-bit of precision.
This allows users to fine-tune large models even on hardware with limited memory, such
as GPUs or multi-GPU setups.

3.4 Evaluation

In this part, we evaluate the performance of our model using the Structured Similarity
Index Measure (SSIM), which is a metric used to evaluate the quality of images by com-
paring the structural information between the original edited image (the edited image in
the dataset) and the generated image during the training process. It is designed to assess
image quality based on three key factors: Luminance measures the brightnes of the images;
Contrast measures the contrast in intensity; Structure measure the spatial arrangement
of pixels. The SSIM index produces values ranging from -1 to 1, where 1 indicates perfect
structural similarity between the two compared images.
The SSIM index is defined in Eq. (1):
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SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
, (1)

where µx and µy are the mean values of the two images x and y; σ2
x and σ2

y are the variances
of the images x and y; σxy refers to the covariance between the two images; C1 = (K1L)

2

and C2 = (K2L)
2 are constants to stabilize the division with small denominators, where

L is the dynamic range of the pixel values (typically 255 for 8-bit images), and K1 and
K2 are small constants (often set to 0.01 and 0.03, respectively).

4 Results and Discussion

Starting with a lower value around 0.75, the model quickly learns and improves over the
first few thousand steps (see Fig. 4). By the end of the training, the SSIM approaches 0.9,
indicating that the model has achieved high structural similarity between its outputs and
the target images. The validation SSIM curve exhibits a similar trend to the training SSIM
curve, serving as a strong indication that the model generalizes effectively to unseen data.
Starting near 0.76, the score increases rapidly in the early training phases and continues to
improve steadily. By the end of training, the validation SSIM also approaches 0.9, showing
that the model maintains high performance on the validation set, avoiding overfitting.
This parallel movement between training and validation SSIM curves suggests balanced
learning and a robust model.

Fig. 4. Training and validation SSIM curve

Our study presents a significant advancement in text-guided image editing within the fash-
ion domain. The high Structural Similarity Index Measure (SSIM) scores, approaching 0.9,
indicate that our model effectively maintains the structural integrity of the original images
while applying precise edits based on textual instructions. This demonstrates the model’s
capability to understand and implement user intentions, which is crucial for applications
requiring detailed and accurate image modifications.
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Compared to existing models like InstructPix2Pix and Stable Diffusion, our approach ad-
dresses key challenges identified in prior research. InstructPix2Pix [4], while innovative,
struggled with maintaining image consistency and specificity in instruction interpretation,
especially with realistic images. Similarly, Stable Diffusion models often lacked precise con-
trol over localized edits, leading to unintended changes. Our method, leveraging controlled
inpainting techniques and fine-tuning with a custom dataset, provides enhanced precision
and consistency. This aligns with recent advancements in diffusion models that emphasize
conditional control for improved editing fidelity [18].

5 Conclusion

We have made significant strides in the field of text-guided image editing, particularly in
modifying the color and fabric of garments while preserving the integrity of the original
images. Our system excels at delivering precise results for individual element modifica-
tions, though it currently faces limitations in adding or removing objects. One notable
challenge is in fabric editing, where changes sometimes inadvertently affect the garment’s
color. Addressing this issue will be a primary focus in our future developments to improve
the system’s accuracy and reliability.

Moreover, expanding the model’s capabilities to accommodate more complex edits will
unlock new possibilities for advanced image manipulation, allowing users greater cre-
ative freedom. This work not only highlights the potential of contemporary models in
image editing but also establishes a foundation for future innovations in this domain. The
methodologies and techniques developed here can be further refined and adapted, paving
the way for automated, user-driven image transformations on a larger scale, ultimately
enhancing the user experience and broadening the scope of digital creativity.
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