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Abstract. Pathology reports are essential documents physicians use to establish a diagnosis and formulate
a treatment plan for a specific health condition or disease. The significance of these reports is particularly
pronounced in the context of cancer. The accurate classification of these reports is essential for optimis-
ing clinical decision-making, ensuring timely interventions, and maintaining high-quality patient care. In
this work, we present two key contributions to improve the classification of pathology reports. First, we
fine-tuned the Bio+Clinical BERT-based model for a multiclass classification approach that accurately
distinguishes between 32 cancer tissues. Second, we have integrated explainability by using LIME to ex-
amine the interpretability of the BERT-based model’s decisions and identified the domain-specific features
that influence the classification results. We have demonstrated that high-performance transformer models
can maintain transparency in clinical settings. Our interpretable framework enables pathologists to assess
model outputs against established diagnostic criteria, facilitating the responsible integration of clinical
language processing systems into clinical workflows.
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1 Introduction

Cancer pathology reports are essential for accurate diagnosis and personalised treatment
planning, serving as the gold standard in clinical oncology. Pathology reports provide
comprehensive descriptions of the specimens analysed by pathologists, serving as a vital
source of medical information for diagnosis, treatment planning, and prognostic assess-
ment [12]. Integration of Artificial Intelligence (AI) has transformed the field of pathology
with improvements in diagnosis precision, personalised treatment plans, and streamlining
administrative tasks [27]. The efficient classification of these reports into relevant diag-
nostic categories has been a challenge in modern healthcare informatics, particularly as
medical institutions transition toward fully digital workflows.

Machine Learning (ML) has become integral to clinical applications, enabling re-
searchers to uncover patterns in free-text clinical records and develop predictive models
for improved Clinical Decision Support System (CDSS)[33]. Traditional ML methods rely
on extensive feature engineering, which might lead to errors, however, Deep Learning (DL)
techniques have streamlined this process by automatically learning data representations
[25]. Among the advancements in DL, one of the latest language models based on atten-
tion mechanisms, Bidirectional Encoder Representations from Transformers (BERT) [4],
has emerged as a powerful tool in Natural Language Processing (NLP), offering improved
performance in both multi-label and multiclass text classification [32]. Multiclass docu-
ment classification involves assigning documents to multiple predefined categories/classes
based on their textual content, enabling automated and efficient information organisation
[10]. The complexity of medical texts, characterised by varying lengths, mixed data type
text, and the inclusion of medical jargon, is challenging for effective classification models
[9]. A single pathology report may include content spanning multiple diagnostic categories
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[5], requiring sophisticated computational approaches for accurate and interpretable clas-
sification. BERT’s ability to understand the complexity of medical language, including
terminology and context, positions it as a promising candidate for developing multiclass
classifiers [31]. It has the potential to facilitate the accurate categorisation of pathology
reports into distinct diagnostic categories, thereby reducing the burden on pathologists.

While the efficacy of BERT in multiclass document classification is evident, the local
interpretability and explainability of its predictions remain critical concerns [26]. The
“black box” nature of medical AI systems can lead to errors in document classification
that are difficult to identify and understand. If these errors go undetected, they may pose
significant risks to patients [29]. Explainable classifications establish trust, ensure clinical
validity, and facilitate quality control. This need for explainability is particularly acute
in pathology, where classification decisions directly impact patient care and treatment
decisions [2].

In this paper, we proposed a fine-tuned Bio+Clinical BERT-based model for multi-
class classification of pathology reports into 32 cancer types using data from The Cancer
Genome Atlas (TCGA) portal [11]. In addition, we have also integrated explainability
by using LIME [20] without compromising classification performance. This integration
offers valuable insights into the model’s decision-making process, thereby promoting the
responsible application of NLP in the healthcare domain.

The structure of this paper is as follows. Section 2 reviews the relevant literature, while
Section 3 outlines the methodology used in this research. The results and key findings are
discussed in Section 4, along with the study’s limitations and future directions. Finally,
Section 5 concludes the paper.

2 Related Work

With the exponential increase in the volume of clinical data, the need for efficient and
accurate document classification systems has become increasingly critical [19]. Recent
developments in NLP, especially with the development of models such as BERT, have
demonstrated remarkable performance in accurate and automated classification, outper-
forming traditional and sequence models [30]. BERT-based models have been improved
for multi-label and multi-class text classification using attention mechanisms and Long
Short-Term Memory (LSTM) to process BERT-generated information [28]. In the ear-
lier stages, challenges arise when applying BERT to long clinical texts, where simpler
architectures like hierarchical self-attention networks sometimes outperform BERT-based
approaches [7]. However, BERT has been fine-tuned for natural language inference in
clinical trials, focusing on semantic representation and faithful reasoning [6]. To address
imbalanced clinical text classification, the Multi-label Classification of Imbalanced Clinical
Text (MCICIT) model combined BioBERT [13] with a novel graph convolutional network
approach, achieving improved F1 scores on clinical datasets [8]. The Knowledge Graph
Enhanced BERT for Multi-Type Medical Text Classification (KG-MTT-BERT model)
integrates medical knowledge graphs with BERT to handle complex, multi-type medical
texts, outperforming baselines in diagnosis-related group classification [9]. These studies
demonstrate the ongoing evolution and effectiveness of BERT-based models in clinical text
classification tasks.

With the demand for transparent and interpretable AI systems, Explainable AI (XAI)
in BERT for clinical document classification has been explored. Gradient-based meth-
ods called integrated gradients were investigated with fine-tuned BERT for explainable
medical image and neuroradiology protocol assignment [24,23]. To address trustworthi-
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ness concerns, explainability techniques like Local Interpretable Model-Agnostic Explana-
tions (LIME) [20] and SHapley Additive exPlanations (SHAP) [14] have been applied to
Bio+Clinical BERT, improving the understanding of model strengths and weaknesses [22].
A framework for evaluating explanation quality using infidelity and local Lipschitz metrics
has been proposed, allowing assessment of the trade-off between predictive performance
and explanation quality across various model types, including BERT variants [17]. These
studies highlight the importance of balancing performance and explainability in clinical
text classification tasks, particularly when dealing with domain-specific terminology.

Tissue-type classification using genomic and clinical data is essential in cancer research,
as it is vital in facilitating precise diagnosis and personalised treatment strategies. In this
context, the work of J. Kefeli et al. [11] stands out, as they achieved remarkable results in
binary tissue type classification across 32 different tissues, reporting an Average Area Un-
der the Receiver Operating Characteristic curve (AU-ROC) of 0.992. This high AU-ROC
underscores the potential of advanced DL techniques in improving diagnostic capabilities.
However, while binary classification provides valuable insights, it does not fully capture
the complexities of real-world clinical scenarios, where multiclass tissue type classification
is often required. We aim to extend the findings of J. Kefeli et al. [11] by addressing this
more clinically relevant challenge. We focus on multiclass tissue type classification, par-
ticularly in the context of imbalanced datasets that mimic the distribution of tissue types
encountered in actual clinical practice. Such imbalances can pose significant challenges for
classification algorithms, potentially leading to biased predictions and suboptimal clini-
cal outcomes. In addition, we made an effort to interpret the clinical decisions made by
the BERT model with the help of the LIME XAI technique. LIME is designed to pro-
vide local interpretability by generating explanations for individual predictions made by
complex models. By perturbing the input data and observing the effects on model predic-
tions [20], LIME identifies the most influential features, such as specific words or phrases,
contributing to the model’s decisions.

3 Methodology

Our approach uses a BERT-based architecture for the cancer-type multiclass classifica-
tion of pathology reports. The methodology takes advantage of the powerful contextual
understanding capabilities of Bio+Clinical-BERT while incorporating an explainability
technique to improve model transparency in medical text classification. The pipeline in-
tegrates data preparation, fine-tuning strategies, and explainability methods to create an
interpretable and accurate classification system.

3.1 Pathology Reports Dataset

The dataset used in this study consists of pathology reports from ‘The Cancer Genome
Atlas’ (TCGA) portal [11], a valuable resource for training AI models in text-based can-
cer research. The dataset comprises 9,523 machine-readable pathology reports spanning
32 cancer types. The pathology reports contain detailed descriptions of tissue samples,
including tumour characteristics and diagnostic information. The distribution of tissues
across the reports is represented in Figure 1. The abbreviation of each tissue sample,
which can be found on the TCGA portal, is provided in Table 1 for the convenience of the
readers.
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Table 1. 32 Cancer Type Abbreviations

ACC Adrenocortical Carcinoma BLCA Bladder Urothelial Carcinoma

BRCA Breast Invasive Carcinoma CESC Cervical Squamous Cell Carcinoma
and Endocervical Adenocarcinoma

CHOL Cholangiocarcinoma COAD Colon Adenocarcinoma

DLBC Lymphoid Neoplasm Diffuse Large B-
cell Lymphoma

ESCA Esophageal Carcinoma

GBM Glioblastoma Multiforme HNSC Head and Neck Squamous Cell Carci-
noma

KICH Kidney Chromophobe KIRC Kidney Renal Clear Cell Carcinoma

KIRP Kidney Renal Papillary Cell Carci-
noma

LGG Brain Lower Grade Glioma

LIHC Liver Hepatocellular Carcinoma LUAD Lung Adenocarcinoma

LUSC Lung Squamous Cell Carcinoma MESO Mesothelioma

OV Ovarian Serous Cystadenocarcinoma PAAD Pancreatic Adenocarcinoma

PCPG Pheochromocytoma and Paragan-
glioma

PRAD Prostate Adenocarcinoma

READ Rectum Adenocarcinoma SARC Sarcoma

SKCM Skin Cutaneous Melanoma STAD Stomach Adenocarcinoma

TGCT Testicular Germ Cell Tumors THYM Thymoma

THCA Thyroid Carcinoma UCEC Uterine Corpus Endometrial Carci-
noma

UCS Uterine Carcinosarcoma UVM Uveal Melanoma

3.2 Text Preprocessing and Tokenisation

The TCGA-Reports were already preprocessed by the dataset creators to remove all Pro-
tected Health Information (PHI) and are standardised for machine readability. Our ad-
ditional preprocessing involved removing characters such as double and single quotation
marks and contraction replacement to optimise the text for the BERT-based classification
model and explainability analysis.

Each pathology report was tokenised using the BERT tokeniser, adhering to its vo-
cabulary and ensuring a uniform sequence length of 512 tokens. The tokenisation process
involved splitting text into subword units, which is essential for language processing by
the BERT model.

4 Proposed Approach

The foundation of our approach is based on Bio+ClinicalBERT [1], which is initialised
from BioBERT. ClinicalBERT is a multi-layer bidirectional transformer encoder that has
been specifically fine-tuned for clinical text processing with the capacity to understand and
analyse medical language effectively. A pre-trained BERT model consists of 12 transformer
layers with 12 attention heads each and a hidden dimension size of 768. We implemented
a custom BERTClassifier class using the PyTorch Lightning framework for streamlined
training and evaluation. This approach enabled a standardised implementation that facil-
itates reproducible experimentation across multiple computational environments.

The classification head consists of:

1. A dropout layer with a rate of 0.1 to mitigate overfitting
2. A linear transformation layer that projects the 768-dimensional hidden representation

to a 32-dimensional output space
3. A softmax activation function that transforms the model outputs into probability

scores across all 32 cancer types.
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Fig. 1. Distribution of Tissue Subcategories in the TCGA Dataset

The model was configured to address classification, optimising the cross-entropy loss func-
tion for the multiclass classification scenario. This configuration played an important role,
given the diverse but distinct nature of the 32 cancer types represented in the TCGA
pathology reports.

The architecture was specifically designed to balance the competing requirements of
classification accuracy, computational efficiency, and model interpretability, making it par-
ticularly suited for the challenging task of automated cancer-type classification from com-
plex pathology reports. By maintaining attention weights for explainability while optimis-
ing classification performance, our model provides accurate predictions and insights into
the reasoning behind those predictions.

An overview of our approach is detailed in Figure 2.

Fig. 2. Overview of the Proposed Approach
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4.1 Implementation Details

In our implementation, we used PyTorch 2.3.0, the primary DL framework, which allowed
us to develop and train the model flexibly and efficiently. To work with pre-trained BERT
models and fine-tune them for our specific classification task, we used Hugging Face Trans-
formers 4.48.3, which enabled the straightforward adaptation of the Bio+ClinicalBERT
model.

For cross-validation and model evaluation, scikit-learn 1.5.2 was used, while the compu-
tational demands of training transformer-based models were met by CUDA 12.2 for GPU
acceleration. Our training was conducted on NVIDIA RTX 6000 Ada Generation GPUs,
each with 49GB of memory. This setup enabled us to process the dataset of pathology
reports while keeping training times manageable.

4.2 Model Training

To prepare the data for model training, we divided the input dataset into five distinct
folds. We use a stratified approach so that the distribution of labels is consistent across
each fold to ensure a balanced representation of the 32 tissue types across the folds. For
each fold, we used LabelEncoder to convert the categorical labels into a numerical format,
making them suitable for model training. A sample of k-fold splitting is illustrated in
Figure 3.

Fig. 3. Sample of K-Fold Splitting

The training process was managed using the Trainer component of PyTorch Lightning,
allowing efficient handling of the training workflow. We used GPU acceleration whenever
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possible to expedite the training process. The model was trained on the training data,
validated on a separate validation set, and finally tested on a held-out test set to assess
its performance. During tokenisation, we ensured that each report was either truncated or
padded to a maximum length of 512 tokens, which is the input size limit for BERT. For
each fold in our cross-validation setup, the model was initialised with pre-trained BERT
weights to use the linguistic knowledge acquired during pre-training. The fine-tuning pro-
cess focused on the training portion, which comprised 85% of the available data, allowing
the model to adapt to the specific language patterns of the pathology reports. To pre-
vent overfitting, we implemented an early stopping mechanism that monitored validation
loss, ensuring that training terminated when the performance plateaued. Additionally, we
applied gradient clipping at a maximum norm of 1.0 to maintain training stability by pre-
venting exploding gradients during backpropagation. To enhance computational efficiency
without sacrificing model performance, we employed mixed precision training (FP16),
which reduced memory usage and accelerated the training process while maintaining nu-
merical precision where critical.

The model was optimised using the AdamW optimiser, which combines the Adam
algorithm with proper weight decay regularisation. We used a relatively low learning rate of
2e-5 to fine-tune the pre-trained BERT parameters. This optimisation strategy allowed for
effective transfer learning, where the general language understanding capabilities of BERT
are preserved while adapting the model to the specific task of cancer-type classification
from pathology reports. The weight decay component helped prevent overfitting, which
is particularly important given the specialised vocabulary and structure of the pathology
reports. The hyperparameter configuration is provided in Table 2.

Table 2. Hyperparameter Configuration

Parameter Value

Batch Size 32

Learning Rate 2e-5 with linear decay

Maximum Sequence Length 512

Training Epochs 10 for each fold

Optimizer AdamW with weight decay of 0.01

Warmup 10% of total training steps

To improve training, we implemented a linear learning rate scheduler with a warmup
phase that spanned the first 10% of the training steps. The model underwent training for a
total of 10 epochs, with early stopping criteria based on validation performance to prevent
overfitting and ensure that the model generalises well to unseen data.

4.3 Evaluation Metrics

To evaluate the effectiveness of our proposed model, we calculated a comprehensive suite of
performance metrics. These included overall accuracy, balanced accuracy, macro-averaged
AUROC (Area Under the Receiver Operating Characteristic curve), and per-class AU-
ROC. In addition, a classification report was also generated, providing detailed insights
into precision, recall, and F1-score for each class for the model’s performance assessment
across different tissue types.
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Logging and Reporting Throughout the training and evaluation process, we logged
all performance metrics using Weights & Biases (wandb), a powerful tool for experiment
tracking and visualisation. This logging functionality enabled us to capture a comprehen-
sive collection of metrics for each fold, as well as average metrics across all folds. Such
detailed tracking allows for an in-depth analysis of the model’s performance, facilitating
continuous improvement and refinement of our approach.

4.4 Explainability Integration

Recognising the importance of transparency in clinical applications, we incorporated ex-
plainability into our model. Model-specific and model-agnostic methods have been cate-
gorised as two main categories of XAI techniques used in medical text classification [16].
Local Interpretable Model-agnostic Explanation (LIME) has been advocated to be more
suitable for text-based models [16]. Therefore, we applied LIME to provide insights into
how the text classification model arrives at its predictions.

LIME is a model-agnostic technique that approximates the decision boundary of a
complex model locally using a simpler, interpretable model [18]. This approach helps
identify which features (in this case, words) significantly influence the model’s predictions.
LIME works by perturbing the input data and observing the corresponding changes in the
model’s predictions.

A linear model was fitted to these samples, where each sample was weighted based on
its proximity to the original instance. The objective function minimises the sum of the loss
associated with the complex model and a measure of the complexity of the explanatory
model. The coefficients of this linear model represented the contribution of each word to
the prediction, effectively approximating the partial derivatives of the prediction function
for each feature.

The framework included a prediction function wrapper that accepted raw text as input,
processed it through the BERT tokeniser, and generated probability distributions across 32
cancer classes using the softmax function. The LIME explainer created permutations of the
original text by randomly removing words and maintained a dataset of these permutations
along with their corresponding predictions. In our LIME implementation, we generated
1000 perturbed samples for each text instance being explained. This number of samples
provides a robust statistical basis for approximating the local decision boundary of our
model. For the scope of application, LIME was applied to a stratified subset of the test
set, comprising both correctly and incorrectly classified examples (top 20 of each). This
approach allowed us to examine the behaviour of the model in a representative set of
cases while maintaining computational efficiency. The selection strategy ensured coverage
across different cancer types, enabling us to identify domain-specific patterns in the model’s
decision-making process for both successful predictions and error cases. A kernel function
weights samples based on their similarity to the original text. For each text sample, the
framework identified the most significant words contributing to classification decisions,
quantifying both the magnitude and direction of each word’s influence and calculating an
impact percentage representing each word’s relative importance.

5 Results and Discussion

To evaluate the performance of our custom Bio+ClinicalBERT-based classifier and to en-
sure a fair comparison with the baseline work by J. Kefeli et al. [11], we used the Area
Under the Receiver Operating Characteristic curve (AU-ROC) as our primary evaluation
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metric. The choice of AU-ROC is driven by two main considerations. First, since the base-
line study [11] used AU-ROC as their evaluation metric, we tried to maintain consistency
by adopting the same standard. Second, given the imbalanced nature of the dataset — con-
sistent with the approach of the original contributors — AU-ROC has been recommended
by [21] as a suitable evaluation metric for such scenarios.

Our custom Bio+ClinicalBERT-based classifier demonstrated remarkable performance
in distinguishing among all 32 cancer types, achieving an impressive average AU-ROC
score of 0.997, as illustrated in Figure 4. This nearly perfect score underscores the model’s
strong capability to differentiate between various cancer types based on the text extracted
from pathology reports. The performance of our model is comparable to that of the binary
classification of pathology reports presented in [11], which achieved an average AU-ROC
of 0.992. To rigorously evaluate the model’s discriminative ability across multiple tissue
types, we calculated the AU-ROC scores using a stratified 5-fold cross-validation approach.
This methodology ensured reliable performance estimation while mitigating the effects of
data variation.

In addition, we computed the standard deviation across folds for each tissue type to
measure model stability. To effectively communicate the distribution of AU-ROC perfor-
mance across tissue types, we developed a hierarchical visualisation approach that cat-
egorised tissues into performance tiers. The perfect performance tier (AU-ROC = 1.0)
includes tissue types where the model achieved perfect discrimination across all folds with
zero standard deviation. The Excellent Performance tier (AU-ROC≥0.99) comprises tis-
sue types with near-perfect discrimination, while the Very Good tier (AU-ROC≥0.97)
includes those with strong discriminative performance. Tissue types that still have room
for improvement fall into the Good Performance tier (AU-ROC < 0.97). This tiered visu-
alisation approach effectively manages the presentation of high-dimensional classification
results, emphasising meaningful performance distinctions rather than negligible numeri-
cal differences, and allows for the immediate identification of exceptional performers and
potential areas for improvement.

We not only evaluated the model’s performance using AU-ROC, as done by [11], but
also did a comprehensive performance analysis, as detailed below.

5.1 Cross-Validation Performance Analysis

Figure 5 presents the aggregate confusion matrix across all 5 folds of our cross-validation
experiment for each of the 32 tissue types. The overall model achieved a mean accuracy
of 0.97 across all folds, with a balanced accuracy of 0.966, indicating robust performance
despite the class imbalance in the dataset.

The model’s performance remained consistent across all five folds, with the individual
fold accuracies ranging from 0.964 to 0.972. This consistency indicates that the model’s
learning ability is reliable and not overly affected by data splitting. Such stability es-
tablishes the strength and efficacy of our approach in contrast to Binary Classification
[11].

5.2 Performance Consistency

The performance metrics for a multiclass classification model are detailed in Table 3. Each
row represents a distinct cancer tissue evaluated for three standard metrics, i.e. Precision,
Recall, and F1-score. Tissue types like BRCA, CHOL, LIHC, MESO, PCPG, PRAD,
TGCT, and UVM achieved perfect scores across all three metrics. Most classes have F1
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Fig. 4. AUROC Performance Across Folds

scores above 0.9, indicating strong overall performance. Only a few classes have shown
notably lower performance.

While the overall results are promising with our custom-built Bio+ClinicalBERT clas-
sifier, we acknowledge that certain classes, such as READ and UCS, demonstrated lower
performance, suggesting the need for further fine-tuning to enhance classification accuracy
for these specific tissue types. The high performance across most classes suggests that the
model effectively captures the distinctive features and patterns in the pathology reports
for accurate multiclass classification.

5.3 Explainability Results

We implemented a visualisation method that highlights the original text using colour-
coded words, where the intensity of the background colour signifies the importance of
each feature, in this case, a word. Figure 6 presents a sample of such visualisation, with
a blue background indicating words that have a positive influence and a red background
representing words that contribute negatively.

Our analysis of the LIME explainability covered correctly and incorrectly classified
samples, thereby providing a dual perspective on the model’s performance. Figure 6 rep-
resents the word-level LIME explanation and highlights how specific medical terms relate
to the model’s predictions. For example, the term “Chromphobe” plays a crucial role in
classifying the outcome as ‘KICH’, with a contribution value higher than other words in the
text, indicating its importance in distinguishing KICH from KIRP, another form of kidney
cancer. [For readers without a medical background: Chromophobe refers to chromophobe
renal cell carcinoma, which is the same cancer represented by KICH, but distinct from
KIRP [15,3]]. A similar analysis was carried out for the incorrectly classified instances,
too.
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Fig. 5. Aggregate Confusion Matrix

The individual contributions of terms were visualised through a bar plot, which pro-
vided insights into the Bio+ClinicalBERT model’s decision-making. Figure 7 represents
the bar plot of one of the samples with the top contributing words plotted only. The
term “chromophobe” appeared twice, each instance exhibiting different contribution val-
ues. This duplication highlights the contextual understanding of these pre-trained models
in medical AI. The same term carries varying significance depending on where and how it
appears in the clinical text. Unlike traditional approaches, such as the Bag-of-Words, the
vector representation of each instance of a word is based on the surrounding text, sentence
structure, and position within a document.

Similarly, terms such as “kidney” and “renal” contributed positively, while words like
“perinephric” and “small” contributed negatively towards classification. These differen-

Fig. 6. Explainability of Correctly Classified Class - KICH
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Table 3. Performance Metrics for Each Tissue Class

Class Prec. Rec. F1 Class Prec. Rec. F1

KIRC 0.99 0.96 0.97 SARC 0.98 0.96 0.97

STAD 0.95 0.98 0.97 BRCA 1.00 1.000 1.00

READ 0.90 0.80 0.85 CESC 0.80 1.00 0.89

SKCM 0.94 1.00 0.97 PCPG 1.00 1.00 1.00

COAD 0.92 0.96 0.94 GPM 0.99 0.99 0.99

OV 0.98 0.89 0.93 MESO 1.00 1.00 1.00

LUAD 0.89 0.93 0.91 PAAD 0.94 0.99 0.97

PRAD 1.00 1.00 1.00 ACC 0.97 0.91 0.94

HNSC 0.99 0.96 0.98 THCA 0.99 1.00 1.00

BLCA 1.00 0.98 0.99 THYM 1.00 0.98 0.99

KIRP 0.97 0.98 0.97 TGCT 1.00 1.00 1.00

LGG 0.99 0.99 0.99 UCS 0.82 0.78 0.79

LUSC 0.91 0.88 0.90 KICH 0.90 1.00 0.95

LIHC 1.00 1.00 1.00 DLBC 0.86 0.91 0.89

UCEC 0.96 0.91 0.94 UVM 1.00 1.00 1.00

ESCA 0.96 0.95 0.96 CHOL 1.00 1.00 1.00

tial contributions represent how contextual embedding effectively identifies the semantic
complexity inherent in clinical language, where the same term can convey distinct mean-
ings and weights depending on its context. This pattern of word contributions reflects
the decision-making processes of pathologists, who consider and give importance to the
diagnostic findings based on the section of the report where they appear. Moreover, it
also gives a direction to explore further and compare the explainability techniques for
the development of transparent frameworks that facilitate the integration of AI tools into
clinical practice.

This approach facilitated an understanding of how the BERTmodel processes pathology-
specific vocabulary, identifies key diagnostic terms that drive cancer classification, and
compares classification patterns between correctly and incorrectly classified reports. It
also validated whether the model prioritises clinically relevant features. The “black box“
nature of BERT is addressed with a mathematical approximation of feature importance in
a format that is interpretable to human users. Such interpretability is essential for building
trust in clinical AI applications and facilitating error analysis.

5.4 Limitations and Future work

The TCGA pathology reports dataset offers a substantial corpus for training our clas-
sification model, however, the distribution of samples across the 32 cancer types is not
uniform, potentially leading to classification bias favouring more prevalent cancer types.
We did not balance the dataset before classification to do a fair comparison of results.
One limitation of our approach is the absence of an external validation dataset. Cross-
institutional variations in pathology reporting conventions, terminology preferences, and
formatting styles may challenge the model’s generalisability beyond the TCGA framework.
In the next step, we will attempt to acquire a similar dataset of pathology reports that is
not otherwise publicly available, to the best of our knowledge.

The BERT-based architecture limits the input sequence length to 512 tokens, which
necessitates the truncation of longer pathology reports, potentially resulting in the loss of
clinically relevant information. In future work, we plan to explore the impact of different
token size limits and investigate both left and right truncation strategies. Moreover, we will
explore alternative architectures such as Clinical BigBird or Clinical Longformer models,
specifically designed to handle longer text sequences.
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Fig. 7. Words Contribution for Correctly Classified Class- KICH

6 Conclusion

In our work, we have demonstrated the effectiveness of our custom-built Bio+Clinical-
BERT classifier for the multiclass classification of 32 cancer tissue types. The stability of
our results establishes the reliability of the model’s learning capabilities and highlights
the strength of our approach compared to traditional binary classification methods. How-
ever, we observed that certain cancer tissue types, specifically READ, UCS, and LUAD,
performed relatively poorly. It appears to be Clinical-BERT’s tendency to confuse these
cancer types with others, such as misclassifying READ as COAD or LUAD as LUAS,
particularly when the prevalence of these types is significantly imbalanced. In future,
including clinical notes for these low-prevalence cancer types can be considered while ex-
ploring different models and tokenisers to improve performance. Another interesting area
of research would be to study the impact of tokeniser size and the effect of truncation
on individual classification. By addressing these challenges, we can further improve the
accuracy and reliability of cancer tissue classification, ultimately contributing to better
diagnostic outcomes in clinical practice.
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