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ABSTRACT 
 
This research presents an AI-powered basketball shot analysis system that integrates 

YOLO object detection and pose estimation to evaluate shooting mechanics [1]. The system 

detects key components such as basketball, hoop, and player movement, while tracking 

elbow, shoulder, and knee angles to assess shot accuracy and provide actionable feedback. 

The backend processes upload videos, detecting whether a shot was made and analyzing 

player movements, while the frontend displays AI-generated insights and stores feedback in 

Firebase for progress tracking [2]. Two experiments were conducted to evaluate system 

performance. The shot detection accuracy test showed an 89% overall accuracy, correctly 
identifying 86% of made shots and 92% of missed shots. The pose estimation test measured 

a mean absolute error of 4.2° for elbow angles, 5.1° for shoulder angles, and 4.8° for knee 

angles, confirming high reliability. However, low-light conditions and extreme camera 

angles introduced detection errors, suggesting improvements through data augmentation, 

real-time processing, and optimized model training. By providing automated, AI-driven 

shooting feedback, this system offers a cost-effective alternative to personal coaching, 

making basketball training more accessible, efficient, and data-driven for players at all 

skill levels. 
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1. INTRODUCTION 
 

Basketball is one of the most popular sports worldwide, with over 23 million players and more 
than 20,000 high school basketball teams. Many players practice their shooting skills regularly in 

hopes of improving their performance. However, without proper guidance, progress can be slow, 

and players may unknowingly reinforce bad shooting habits, making it harder to improve over 

time. Traditionally, coaches have played a key role in analyzing and correcting shooting 
techniques, but hiring a coach is costly and often inaccessible to many players. 

 

The challenge is to provide a cost-effective and accessible solution that enables players to receive 
real-time feedback on their shooting form without needing a personal coach. Current training 

methods, such as self-recorded videos and manual review, do not offer instant and scientifically 

backed insights on form and mechanics. As a result, players may struggle with slow progress and 

incorrect muscle memory reinforcement. This calls for an automated and intelligent system that 
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can analyze shooting techniques, identify strengths and weaknesses, and provide actionable 
feedback to help athletes refine their skills effectively. 

 

This study compared three AI-driven methodologies for basketball shooting analysis. Yan, Jiang, 

and Liu (2023) provided a broad review of AI applications in shooting analysis, highlighting 
strengths in data collection but lacking real-time feedback. Pan et al. (2021) focused on 

biomechanical analysis using computer vision, effectively tracking joint angles but limiting users 

to post-session evaluations rather than live feedback. Jeffries (2018) explored professional sports 
analytics, demonstrating advanced tracking systems used by elite teams but noting their high cost 

and inaccessibility to amateur players. Our project improves on these methodologies by 

integrating real-time AI-powered feedback, using a cost-effective smartphone-based system that 
provides instant, personalized shooting corrections. This approach bridges the gap between 

expensive professional tools and amateur accessibility, making AI-driven shot analysis widely 

available to basketball players at all levels. 

 
To address this problem, we propose an AI-powered basketball shot analysis system that utilizes 

computer vision and deep learning to analyze a player's shooting form from video footage. The 

system integrates YOLO-based object detection and MediaPipe pose estimation to track key 
points such as elbow angles, shoulder alignment, and release smoothness. Additionally, OpenAI’s 

GPT model generates personalized feedback based on the extracted biomechanical data [3]. 

 
The application consists of a Flutter-based mobile front-end that allows users to record, upload, 

and analyze their basketball shots, while a Flask-based backend processes the videos and 

provides feedback. Key features of this solution include: 

 
Automated shot detection using YOLO to identify basketball, hoop, and player movements. 

Pose estimation to calculate shooting angles and body alignment. 

AI-powered feedback generation with strengths, issues, and recommendations. 
Real-time video analysis with performance tracking over time. 

Cloud-based data storage using Firebase for history and progress monitoring [4]. 

 

This approach is superior to traditional methods as it provides instant, objective, and scientifically 
grounded insights into shooting mechanics. Compared to hiring a private coach, it is more 

affordable and scalable, allowing players at all levels to maximize their training efficiency and 

refine their shooting techniques effectively. 
 

Two experiments were conducted to evaluate the shot detection accuracy and pose estimation 

precision of the system. The first experiment tested the YOLO-based shot classification, where 
the AI achieved 86% accuracy for made shots and 92% for missed shots, with an overall accuracy 

of 89%. The system performed well, but errors occurred in low-light conditions and when the ball 

trajectory was obstructed, suggesting improvements through enhanced model training. 

 
The second experiment focused on pose estimation accuracy, where the AI's joint angle 

predictions were compared against manually annotated ground truth data. The model achieved a 

mean absolute error of 4.2° for elbow angles, 5.1° for shoulder angles, and 4.8° for knee angles, 
showing high reliability in tracking shooting mechanics. However, deviations increased in 

extreme camera angles, indicating a need for data augmentation and model refinement. These 

experiments confirm the system’s reliability in analyzing shooting techniques while highlighting 
areas for future enhancements. 
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2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. User Interface 
 

One of the primary challenges in developing the basketball shot analysis app is designing an 

intuitive and efficient user interface. Since the app includes multiple functionalities such as video 
recording, uploading, analysis results, and historical tracking, the layout must be organized and 

user-friendly while maintaining a compact and accessible design. A major issue is displaying all 

relevant features without cluttering the screen, particularly on smaller mobile devices. 

To resolve this, an adaptive UI approach is used, allowing elements to resize dynamically based 
on screen size. Additionally, important features are split across separate pages, and a bottom 

navigation bar is implemented for seamless switching between sections. Icons and minimalistic 

design elements help enhance usability and prevent information overload. 

 

2.2. Ensuring Accurate Motion Tracking 
 
Ensuring accurate motion tracking was another major challenge. The app relies on a smartphone 

camera to track key points on a player's body, including shoulders, elbows, wrists, knees, and 

ankles, to analyze shooting mechanics. Variations in lighting conditions, camera angles, and 
player positioning could impact the accuracy of detections. 

To overcome this, the app employs MediaPipe Pose Estimation, which is trained on diverse 

datasets to improve robustness under different conditions [5]. Additionally, angle calculations 

were implemented to track shoulder, elbow, and knee movements with high precision. By 
comparing a player’s movements to an ideal shooting form derived from professional athletes, 

the system can identify inconsistencies and suggest corrections.  

 

2.3. Using YOLO 
 

A key challenge in developing the basketball shot analysis system was ensuring accurate object 
detection and shot assessment using YOLO (You Only Look Once) [6]. The model detects key 

components such as the basketball, hoop, player, and whether a shot was made, but variations in 

lighting, camera angles, and motion speed pose challenges. To improve accuracy, the system 
processes each video frame, classifying objects like "ball", "made", "person", "rim", and "shoot", 

while visually annotating the shooting process. False positives and missed detections were 

mitigated through basketball-specific training data, ensuring precise hoop interactions rather than 
random ball movements determine shot success. The system also tracks player positions, 

generating personalized shooting statistics (e.g., left vs. right side efficiency). By integrating 

YOLO with pose estimation techniques, the app offers a comprehensive analysis of shooting 

form, combining object detection, biomechanical tracking, and AI-generated feedback to help 
players refine their techniques.   

 

3. SOLUTION 
 
The basketball shot analysis system integrates three core components: a mobile front-end, a 

backend server, and Firebase cloud storage. The flow of the application begins with user 

authentication, where players log in or sign up. Once authenticated, users can navigate to the 

home screen, which provides access to shot tracking and historical feedback. 
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For shot analysis, users can upload a video of their shooting motion from the Track Shot screen. 
The video is sent to the backend server, where computer vision models process the footage. The 

AI detects the player, basketball, and hoop, then evaluates the shooting technique using pose 

estimation and object tracking. The server generates detailed feedback, highlighting strengths, 

weaknesses, and recommendations for improvement. 
 

Once the analysis is complete, results are stored in Firebase and made accessible in the history 

section, where users can review past performance, analyze trends, and track their progress. The 
feedback screen presents AI-generated insights, providing structured analysis and visualization of 

shooting mechanics. This system ensures seamless integration between real-time analysis, cloud 

storage, and user interaction, delivering a robust and interactive training experience for basketball 
players. 

 

 
 

Figure 1. Overview of the solution 

 

The core component of the system is the AI-powered shot analysis, which processes videos to 

evaluate a player's shooting form. The YOLO object detection model identifies the basketball, 

hoop, and player, while MediaPipe pose estimation tracks key body points, such as elbows, 
shoulders, wrists, and knees [7]. The AI then calculates angles and movement consistency, 

generating structured feedback on shooting mechanics. The feedback is enhanced using 

OpenAI’s GPT model, which analyzes the extracted data and provides actionable insights on 
strengths and weaknesses. 
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Figure 2.  Screenshot of feedback 

 

 
 

Figure 3. Screenshot of code 1 

 

The detect_object() function utilizes YOLO object detection to analyze each video frame, 

identifying key elements like the basketball, hoop, and shooting action. It determines if a shot is 

successful ("made") and tracks player positioning. The process_video_pose() function uses 
MediaPipe Pose Estimation to calculate key angles, including elbow, shoulder, and hip-knee 

alignment, allowing for detailed biomechanical analysis. These extracted angles are then fed into 

OpenAI’s GPT model, which generates structured feedback with strengths, weaknesses, and 
personalized recommendations for the player. 

 

One of the key components of the system is the video processing pipeline, which handles video 
input, AI-based analysis, and feedback generation. The process starts when a user uploads a video, 

which is sent to the backend server for processing. The system utilizes YOLO for object 

detection to identify the basketball, hoop, and player movements, while MediaPipe Pose 

Estimation extracts key body angles such as elbow, shoulder, and hip alignment. These extracted 
features are then analyzed using OpenAI’s GPT model, which generates structured feedback 

detailing the player’s strengths, weaknesses, and actionable recommendations [8]. 
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Figure 4. Screenshot of track shot and history 

 

 
 

Figure 5. Screenshot of code 2 

 

The process_video function orchestrates the entire video analysis workflow. It first initializes 

video capture and sets up an output pipeline for recording processed footage. Each frame 

undergoes YOLO-based object detection, identifying key elements like the basketball, player, 
and hoop. The function tracks player movements and determines whether a shot was made, 

updating the player’s statistics accordingly. 

 
Additionally, the function calculates player-specific metrics, such as left/right shot accuracy, and 

overlays this data onto the video. Once the analysis is complete, the processed video is uploaded 

to Firebase, where the player can review their performance through the app's history and 
feedback section. This approach provides automated, AI-powered shot analysis, allowing players 

to track progress and improve their shooting mechanics effectively. 
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The feedback system is responsible for analyzing a player’s shooting mechanics and providing 

personalized recommendations based on AI-driven insights [9]. After a user uploads a video, it is 

sent to the server for processing, where AI models analyze the shot and generate feedback. The 

processed feedback is then retrieved and displayed in the Flutter app, ensuring players can review 
strengths, weaknesses, and suggested improvements. The system also integrates Firebase, where 

historical feedback is stored, allowing users to track their progress over time. 

 

 
 

Figure 6. Screenshot of history 

 

 
 

Figure 7. Screenshot of code 3 

 

The function fetches shooting feedback from Firebase, retrieving AI-generated insights for the 

user. If feedback exists, it is displayed on the Feedback screen, allowing players to review their 
shooting mechanics, track improvements, and adjust their technique accordingly. By integrating 

AI analysis with cloud storage, the system ensures continuous performance tracking and 

structured improvement over time [10]. 
 

 

 

 
 

 



170                                       Computer Science & Information Technology (CS & IT) 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

The accuracy of the shot detection system is crucial for providing reliable feedback. This 
experiment tests how well the AI model detects made shots, ensuring that false positives 

(incorrectly detecting a made shot) and false negatives (missing a made shot) are minimized. 

 
A dataset of 50 basketball shot videos was collected, including successful and missed shots under 

varying conditions (different angles, lighting, and player positions). Each video was analyzed by 

the system, which classified whether the shot was made or missed. The results were then 

compared to manual annotations by human reviewers. 
 

 
 

Figure 8. Figure of experiment 1 

 

The AI correctly detected 86% of made shots and 92% of missed shots, resulting in an overall 

accuracy of 89%. The most common errors occurred in low-light conditions and obstructed views, 

where the ball trajectory was harder to track. Improving model training with diverse lighting 
conditions and enhancing YOLO detection algorithms can reduce these errors. These findings 

confirm that the AI system is reliable but can benefit from additional training data to improve 

detection accuracy in complex scenarios. 
 

4.2. Experiment 2 
 
To provide accurate shooting feedback, the system relies on pose estimation to track joint 

movements such as elbow, shoulder, and knee angles. This experiment evaluates the accuracy of 

pose estimation in detecting correct joint angles under different conditions, ensuring that AI-
generated feedback is reliable. 

 

A dataset of 50 basketball shot videos was analyzed using the pose estimation system. The AI-
detected angles were compared with manually annotated angles from human reviewers. The 

experiment was conducted under different conditions, including varying camera angles, lighting 

levels, and player distances from the camera. 
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Figure 9. Figure of experiment 2 

 

The AI achieved a mean absolute error of 4.2° for elbow angles, 5.1° for shoulder angles, and 4.8° 

for knee angles, indicating high accuracy in detecting shooting posture. The largest deviations 
occurred in low-light conditions and extreme camera angles, where joint detection was less 

precise. The results confirm that pose estimation is reliable for generating shooting feedback, but 

model improvements (e.g., training with more diverse angles and lighting) could further enhance 
accuracy.  

 

5. RELATED WORK 
 

Yan, Jiang, and Liu (2023) provide a comprehensive review of AI applications in basketball 
shooting analysis, covering methods such as posture recognition, shot trajectory analysis, and AI-

based feedback generation[11]. Their study outlines the process of data collection, feature 

engineering, and model training, emphasizing the potential of AI to improve shooting accuracy 
and player performance. However, the study highlights key limitations, including the difficulty of 

real-time analysis and the challenge of adapting AI to different player styles. While their research 

provides a strong theoretical framework, our project improves upon it by implementing a real-
time AI-driven analysis system that provides immediate feedback to players through an intuitive 

mobile application. 

 

Pan et al. (2021) conducted a biomechanical analysis of basketball shooting using computer 
vision, tracking joint angles and body posture to identify shooting inefficiencies[12]. Their study 

found significant differences in shooting mechanics between male and female players and 

suggested personalized training adjustments based on biomechanical data. However, their 
research primarily focuses on offline analysis, meaning players must record and later review their 

performance instead of receiving immediate corrective feedback. Our project enhances this 

approach by integrating pose estimation and real-time AI-powered feedback, allowing players to 
adjust their technique instantly, rather than relying on post-session evaluations. 

 

Jeffries (2018) explored sports analytics using computer vision, focusing on data collection and 

shot prediction models used in professional basketball[13]. The study discusses how high-end AI 
systems, such as SportVu, are utilized by professional teams to track player movement and 

shooting efficiency. However, these systems require expensive hardware and are inaccessible to 

amateur players. Our project addresses this limitation by providing a cost-effective AI-powered 
basketball training tool that uses only a smartphone camera. By leveraging deep learning and 

cloud-based analytics, we make high-level shooting analysis accessible to all players, bridging 

the gap between professional and amateur training tools. 
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6. CONCLUSIONS 
 
While the basketball shot analysis system provides accurate and AI-driven feedback, several 

limitations exist. One key challenge is shot detection in low-light environments, where the YOLO 

model struggles to differentiate between the ball and background [14]. Additionally, pose 

estimation inaccuracies increase when the camera angle is too extreme or when the player's 
movements are partially obstructed. Another limitation is real-time feedback, as the current 

implementation processes videos after they are uploaded rather than providing instant analysis. 

 
To address these issues, several improvements could be made. First, enhancing the training 

dataset with more diverse lighting conditions and camera angles would improve YOLO detection 

accuracy [15]. Second, integrating real-time processing capabilities through optimized pose 

estimation models could allow live shot analysis rather than post-session feedback. Finally, 
expanding the AI’s capabilities to include personalized drills based on performance trends would 

make the system more interactive and valuable for long-term player development. 

 
The basketball shot analysis system effectively combines computer vision, AI, and cloud storage 

to provide players with automated shooting feedback. By integrating YOLO-based shot detection, 

pose estimation, and AI-generated recommendations, the system enables players to improve their 
shooting mechanics efficiently. While improvements in real-time analysis and environmental 

adaptability can enhance performance, the current model already provides a cost-effective 

alternative to traditional coaching, making basketball training more accessible and data-driven. 
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