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ABSTRACT 

 
As long as online cloth shopping has existed, the issue of seeing how a clothing item looks 

on a potential customer has always followed. The method proposed in this paper is the 

FlashFit mobile application and smart-mirror [1]. FlashFit is a system which allows the 

user to upload images of their own clothing items or ones they’ve found online and have 

dynamically resized and fitted onto their image via a recording from the mobile app or in 
real time with the smart-mirror.  The major technologies utilized to create the FlashFit 

system include Mediapipe for human landmark recognition, the Flutter framework for 

cross-platform mobile app creation, and a raspberry pi for the smart-mirror [2]. During 

the development process, the major challenges we faced included the resizing of the 

clothing item given the position of the user in the camera view as well as the creation of 

png images from user uploaded clothing item images. Additionally, we employed multiple 

different experiments within this paper to ensure the FlashFit systems consistency, in which 

the app performed very well. In result, the FlashFit system is a modern solution to the 

online clothing market’s inability to have fitting rooms and is reliable compared to other 

solutions currently available.  
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1. INTRODUCTION 
 
For as long as online cloth shopping has existed, the issue of knowing what the clothing item will 

look like on the customer has always been a problem. Providing some sort of insight into how 

clothing items or accessories would fit or look like on the customer has been a problem most 
online clothing retailers have been investing in finding a solution to for quite a while. This 

problem affects a lot of online shoppers, as 43% of U.S. consumers bought clothing online over 

12 months in 2024 going into 2025. So while this issue may not be one of a life-saving gravity, it 
still affects a lot of online businesses and consumers and is therefore worthy of a proper solution. 

The primary victim of this issue, while the argument could be made that both the business and the 

consumer are, we believe, are the customers. The customers pay good money that they’ve worked 

hard to earn and deserve an opportunity to see how the item will look on them, even when 
shopping online.  
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Additionally, a look at other solutions to the problem outlined in this paper are reviewed. These 
solutions include the Tryitout AI online web service, the Learning-Based Animation of Clothing 

for Virtual Try-on system by Seddi Inc., and lastly a Mixed Reality Virtual Clothes Try-On 

System proposed in 2013 by a group of researchers [3]. These creators all posed functional 

solutions to the online clothing market for virtual try-on, however, not all were as practical as 
others or the FlashFit system. Tryitout AI is not an inherently free service, and creates generative 

AI images of the clothing item would look like on the user given an image of said user. While this 

undoubtedly gives cool results, it is not necessarily accurate as the AI is instructed to make the 
clothing item fit and look good on the user. The next two solutions proposed in their respective 

papers, require 3D modeling tools to create meshes of a user as well as the clothing item [4]. 

While this definitely a great solution and undoubtedly gives hyper-realistic results, it is not 
exactly practical for an athome user who is trying to test fit clothing items they have access to. 

The FlashFit system aims to provide easy and practical access to virtual try-on for users who want 

to test outfits with their own clothing items they take pictures of or find online.  

 
To solve this problem, this paper proposes the FlashFit system. The FlashFit system includes a  

mobile application and optional additional mirror, both packaged with a machine learning 

powered process for taking clothing items and the user’s camera feed to virtually layer the 
clothing item onto the user. All of this is so that they may see what the clothing item or accessory 

looks like on them before they make their purchase. Additionally, the FlashFit system is not 

inherently tied to any specific store, and is capable of processing an clothing item image a user 
uploads, including their own or images they are able to find online. The FlashFit system is a valid 

solution to this problem, as it is entirely free to use for the consumer and provides an accurate 

demonstration of what the clothing item will look like on them. Additionally, compared to other 

solutions available currently, the FlashFit system has an easy learning curve and does not require 
an advanced amount of processing power or special, often expensive, equipment. The FlashFit 

system is a stay at home clothing and accessory try-on solution that anyone can download and use 

and expect accurate result with any input they can muster.  
 

Within this paper, two main experiments are recorded showcasing the quickness of the general 

tasks the FlashFit system is responsible for. These two experiments cover the system’s processing 

time versus the input video length as well as the loading time of a processed video versus the 
video length. In both experiments, we have found the FlashFit system to remain proficient in both 

tasks. For the System’s processing time, we have found the rule of thumb for processing time to 

be, on average, around 10 times the input video length. This does take a while, however, when 
put into consideration the task at hand as well as the nature of the testing server, it is very clear to 

see how much this will improve. For the second experiment, the time of loading a video was very 

positive. The results conclude that the average loading time remained consistently around 1.5 
seconds for each video. We imagine this is the case because of the employed use of Firebase for 

file storage, as Firebase is a great cloud solution for a database structure.  

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Navigating the Ever-Changing Flutter Frameworks  
 

During the development process of the mobile application, the most challenging aspect was 

navigating the ever-changing Flutter framework. The Flutter framework is very advanced and 
quite bleeding edge. This results in a complicated framework that feels as though it is constantly 

changing, and code that we would write a week had to be modified as it no longer meets today’s 
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definitions. Additionally, navigating and incorporating all of the functionalities that the mobile 
needed to have, such as camera and back-end service connection, was quite challenging. 

However, in the end we proved to have created a very stable and thought through mobile 

application.  

 

2.2. The Memory Management Issues  
 
Another major challenge we faced during the creation of FlashFit was the memory management 

issues posed by the back-end server. The hosting provider we used for the back-end server was 

Render.com, and while they do provide a stable service and connection, their memory space is 

quite limited. The current server we are using only has 2gb of memory, which for image 
processing is quite limited. This results in us having a slower processing time for our users. 

However, this problem could easily be solved by implementing a server that has more than the 

current amount of memory. Just adding 2gb more of memory would likely result in twice the 
speed of processing.    

 

2.3. The Creation of the Core FlashFit system  
 

By far, the most challenging problem we encountered during development had to be the creation 

of the core FlashFit system, the Mediapipe-powered clothing overlay [5]. This system employs 
Mediapipe to identify the major landmarks on the user in the camera space as well as the clothing 

item, dynamically adjusts and resizes the clothing item to fit the user, and then layers the item on 

top of the user. Establishing this system was its own task, but fine tuning and adjusting it was 
quite a challenge as well in itself. Additionally, ensuring the user and clothing’s landmarks were 

identified were also a challenge we had to solve, which ensured proper functionality throughout.     

 

3. SOLUTION 
 
The three major components that are linked together to comprise the FlashFit project are the 

FlashFit mobile application, the Render.com hosted back-end server, and lastly Mediapipe for the 

landmark identification and clothing overlay. The FlashFit project begins when a user downloads 
the mobile app or visits the website online, and records a video of themselves modeling whatever 

clothes they would like to try on. After they have finished recording themselves, the user is able 

to submit their video for processing. When they submit, the video is sent to the Render.com 

backend server, where it is processed by our algorithm. Our algorithm includes Mediapipe for 
identifying the image landmarks of the user’s major body, after which, the clothing items are 

overlaid onto the corresponding landmarks for the relevant body parts (i.e. shoulders and arms for 

a sweater) [10]. After the video has completed processing and the final video has been saved 
locally, the video is sent to the Firebase database to store. Upon the user navigating to the history 

page, the user will be able to see and download all processed videos to review the fit for their 

clothing items. The Flutter framework was utilized to maintain the FlashFit mobile application, as 
well as the Flask server framework for creating and running the flow of the back-end server [6].  
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Figure 1. Overview of the solution  

 

The FlashFit mobile application serves the purpose of allowing the user to interact with the 
backend server, and even further, the machine learning algorithm designed to create the final 

video with the clothing item overlaid [7]. Additionally, the mobile app also serves as a place for 

the user to easily record their video as well as select what clothing items to overlay.  
 

 
 

Figure 2.  Screenshot of flash fit and settings 
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Figure 3. Screenshot of code 1  

 
The code seen in the above screenshots are the _sendVideoToServer and _uploadClothing 

functions. These functions serve the purpose, as their names suggest, the sending of both the user 

recorded videos and clothing item images to the back-end server for processing and handling. As 
seen in each function, the functions start with a try statement, in which if any errors are caught, 

the function catches them and will print the error. Within the try statements, a multipart request is 

made, with the contents of the user_id as well as the video or clothing item file itself. After the 

multipart requests are made, they are sent using a custom http client object. The purpose of this 
custom http client is due to our back-end server having an ssl certificate, but not a domain or 

verified ssl. After the responses are collected, the status code is checked to ensure that the video 

or clothing item was posted. If there were no issues and the status code is 200, then the mobile 
app logs that the request was successfully sent.  

 

The next major component within the FlashFit project is the hosted Render.com back-end server 

[8]. The back-end server serves as the application’s backbone, as it is the central for all 

communication between the mobile app users, the mediapipe machine learning algorithm, and the 

Firebase database.  
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Figure 4. Screenshot of code 2  

 

The above screenshot displays the ‘/process_video’ route within the Flask back-end server. This 
route serves the purpose of being able to receive the user’s video and start the video processing 

thread. Upon receiving the request, this server route will grab the user_id as well as the video file 

from the request. It also ensures their presence and will return an appropriate error if one is 

missing. After obtaining the user_id and video file, the route creates a temporary file with the 
video_file’s content and will start the new thread with the video_processing_thread. Upon the 

starting of the thread, the user is returned a response indicating that their video processing has 

been started. Additionally, the entire content of the route is wrapped in a try statement, as to 
prevent any unwanted exceptions halting the server and to provide detailed error reports.   

 

The Mediapipe powered clothing overlay is the last major component within the FlashFit 
application. This algorithm takes care of the processing of the video and overlaying of the 

clothing item onto the user’s body.   
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Figure 5. Screenshot of code 3  

 

In the above screenshot, the process_and_edit_clothing method is defined to handle the landmark 
identification on the person and clothing item and the overlay of their landmarks. The function 

starts by opening the clothing image and identifying the landmarks on it. Next, the landmarks of 

the person in the image are found, and the key landmarks for laying a top are found for both the 
person and top. These landmarks include the left and right shoulders and hips. Then, the 

landmarks are converted to pixel values so that the clothing item may be placed accurately on top 

of the person. Lastly, the image is scaled to the scale of the user in the image, and the clothing 

item is overlaid onto the person and the frame is returned. Overall, the method is quite elaborate 
and utilizes a lot of math for mapping the clothing item on top of the person. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 

A crucial aspect of the FlashFit project is the consistency and speed of the back-end servers 
ability to process user uploaded videos. It is important that the back-end server be able to process 

the videos and serve the resulting processed video in a timely manner so users have quick results.  
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For this experiment, the design will remain quite simple. The experiment will consist of two 
experimenters, one responsible for uploading videos of different lengths and monitoring the 

backends processing, and the other responsible for keeping track of time. The first experimenter 

will upload a video, giving the second experimenter the signal to start the timer. Once the 

processing is complete, the first experimenter will then give the signal for the second to stop the 
timer. The experimenters will then log their findings, keeping track of how long each video of 

different length takes to complete processing. The video lengths will start at 5 seconds, then 

increase in length by 5 seconds till they reach a 20 second video.   
 

 
 

Figure 6. Figure of experiment 1  

 

After performing the experiment, the experimenters were able to find estimates of the time it took 

to perform the processing given their experiment setup. Given the data collected, it is clear that 
there is a positive trend that as the length of the user submitted video increases, the processing 

time seems to increase on average around 10 times the input video length. Evidently, however, 

the increase in processing time does not appear to be consistent given the outliers in the data. 

However, these occurrences could be due to a few flaws in the experimental setup. Despite this, 
though, the experimental setup was designed to reach the place of the user and put the 

experimenter in the shoes of the end user so the results will be more like what they experience. 

We believe the results to be sporadic due to a few factors. These factors could be due to the 
changing position of the user in the different videos including position and scenery as well as the 

obvious potential internet and server connection issues. However, the experiment does capture 

what it will actually be like for the user, therefore, the results remain accurate.   

 

4.2. Experiment 2  
 
Another crucial component within the application is the result viewing feature. It is important that 

the viewing feature within the application works quickly and consistently, as the intention of the 

entire app is to receive these results.   

 
To ensure the consistency of the result viewing feature, we will perform an experiment to find the 

average loading time it takes for a video result to be viewed after requesting. The experiment 

team will consist of two members, the first for clicking open the item and informing the second 
experimenter when to start and stop the timer. In order to ensure a consistent downloading 

experience and to identify any trends, we will perform this experiment by downloading and 

viewing videos of different lengths (the same lengths as performed in the second experiment).  
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Figure 7. Figure of experiment 2  

 

At the experiment's conclusion, the experimenters found that the result viewing downloading and 

viewing speed stayed quite consistent amongst various different video sizes ranging from 5 to 20 
seconds. The average download time floating around 1.5 seconds, with an actual average of 1.59 

seconds. Additionally, taking a look at the data in the above chart, it is clear to see due to the 

trendline and points that the average download speed remained consistent across the different 
video lengths. We believe this is due to Firebase Storage database managing the hosting, and 

therefore supplying consistent and stable download links for the user’s device to download from 

[9]. It is important to note, however, that the download speed does stutter at the 10 second data 
point. We believe this is mainly due to general lag and completely random, as that is always a 

consideration we must consider.  

 

5. RELATED WORK 
 
One methodology for solving the issue of the inability to try on clothes at home is Tryitout AI 

[11]. Tryitout AI is an online tool which allows the user to upload an image of themselves and the 

clothing item they would like to ‘try on.’ The Tryitout AI model then takes the images and 
merges them, creating a new generated image of you wearing the clothing item. While this seems 

great as a concept, an obvious issue with the system is the model is designed to assume the 

clothing item fits. The FlashFit system does not utilize image generation and gives the user an up 

front honest view of what the clothing item would look like on them.  
 

Another solution to the same problem is the Learning-Based Animation of Clothing for Virtual 

Try-on system proposed by Seddi Inc. [12]. Seddi proposed this system, which utilized complete  
3D meshes of clothings items and people, as a solution which creates hyper-realistic renderings of 

what a clothing item would look like on a person. The solution is highly advanced and does a 

great job of creating these renderings, however, there are some unfortunate implications. In order 
for the system to be used, complete 3D mesh renderings of both the clothing item and user must 

be created. This requires special, and expensive, tooling that the user does not have access to. The 

FlashFit system provides a practical, easy to use, and completely free solution for users to 

experiment with designs using their own clothing items as well as others they find online.  
 

The Mixed Reality Virtual Clothes Try-On System proposed in a paper in 2013 by a group of 

researchers is a system, similar to the previous method, that creates an approximate 3D model of 
the user using machine learning and fits the clothing image on top of that mesh [13]. This system 

is quite useful, as it does not require the user to use advanced 3D modeling tooling to create a 

mesh of the clothing item or themselves, and instead allows the user to simply upload the clothing 
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item and stand in the camera view. However, It is apparent in the data depicted in the paper that 
the proportions of the 3D renderings of the user tend to vary in accuracy. It appears as though the 

rendering model is a bit hasty with generalizations, and is not too proficient at getting accurate 

proportions of each user. The FlashFit system dynamically resizes the size of the clothing item, 

without changing proportions, to fit the user wherever they are in the image. This ensures a 
proper look of what the clothing item would actually look like on the user.  

 

6. CONCLUSIONS 
 
Reflecting back on the current state of the FlashFit project, it is evident that there are a few 

drawbacks to the current system. The first item on the list of things to fix is the layering of the 

clothing item onto the user. Occasionally, a clothing item does not line up properly on the user, 

such as a t-shirt not aligning with a user’s shoulders or pants not extending down to the 
user’sankles. A solution to this problem could be implementing some more in-depth resizing 

logic utilizing the user’s proportions, however, we have also considered implementing a similar 

meshing system as seen in some of the other methodologies covered previously [14]. 
Additionally, the mobile app version, not including its functionality with the interactive mirror, 

does require an extensive amount of time for the user’s video to be processed and be able to be 

viewed by the user. This creates a delay of service, and is not particularly convenient. The 
solution that we are actively working on to remedy this is to package the cloth layering system in 

the app, so the process can consistently happen in real time [15].  

 

At the conclusion of the FlashFit project, I am extremely grateful for all of the support that I have 
received from my family and individuals who have helped me during the development of this 

project. FlashFit poses as a fantastic solution for individuals to be able to try on clothes from 

home, and I am satisfied with making it available for free for anyone to use.  
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