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ABSTRACT 
 
Athletes and casual gym-goers often risk injury when performing squats due to poor form. 

To address this problem, this project proposes an artificial intelligence-based system that 

uses computer vision and machine learning to monitor squat posture and provide real-time 

corrective feedback. The system leverages Mediapipe for pose estimation and K-Nearest 
Neighbors (KNN) for classification of squat form [8]. Major challenges included 

maintaining model accuracy, processing video data on a Raspberry Pi, and adjusting for 

different squat variations. Through experimental testing, the AI demonstrated 90–94% 

accuracy in identifying proper and improper squats, even when adapting to elevated squat 

styles. Compared to previous methodologies, this system improves by providing immediate 

feedback rather than post-set evaluations. Ultimately, this project presents a lightweight, 

affordable, and portable solution to improve exercise safety and performance, reducing the 

risk of serious injuries in athletic and fitness communities. 

 

KEYWORDS 
 
Computer Vision, Machine Learning, Squatting Injury Prevention, Artificial Intelligence, 

Pose Estimation, Fitness 

 

1. INTRODUCTION 
 

Many athletes have the potential to become future prodigies in the big leagues and major league 
sports. However, it is very common to hear a story about a rising star who injured themselves 

during an offseason practice or workout. Specifically, the lower back is at a very high risk of 

injury when doing exercises like squats [1]. In 2011, 13 football players were partaking in a 
workout that was centered around squats with heavy weights and low reps. After the workout, it 

was reported that those 13 players were diagnosed with rhabdomyolysis, which causes muscles to 

break down in parts of the body like the arms, legs, back, and shoulders [2][3]. Using the squat 
rack can often lead to a high risk of injury, especially if not used properly. Additionally, many 

relatively new athletes to a sport might not have much experience in the weight room and could 

put themselves at an even higher risk of misusing the squat rack. Also applying to experienced 

and new powerlifters, injury can often be caused by forgetting the correct form in the middle of a 
set. If the weight on the bar is too heavy, or someone tries to go for an extra rep at the end of their 

set, a common injury resulting in bad form could be a ruptured hernia disc [4]. Squatting often 

requires the squatter to keep their back and spine stiff, but when a person isn’t able to do that, a 
disc in between the vertebrae of the spine might slip out and cause permanent injury to the person. 

https://airccse.org/
https://airccse.org/csit/V15N17.html
https://doi.org/10.5121/csit.2025.151709


124                                   Computer Science & Information Technology (CS & IT) 

 

In order to prevent injuries while squatting, it is important that a person is reminded of the correct 
form in order to reduce the risk of body damage. 

 

The first methodology evaluated AI versus physical therapists in squat form assessment [9]. 

Although the AI could identify good form reasonably well, it struggled to detect incorrect posture 
consistently. My project improved upon this by focusing on real-time feedback and adjusting for 

multiple types of incorrect form. 

 
The second methodology focused only on standard squats performed at a fixed distance of 3 

meters from the camera. This limits practical use in varied environments. My system allows for 

squat evaluation at any distance within the camera’s field of view, making it more versatile for 
real-world applications in gyms or homes. 

 

The third methodology classified squats into seven categories of form using Mediapipe and 

achieved high accuracy but only evaluated performance after the set was completed [10]. My 
system improves on this by providing real-time corrective feedback during the actual squat, 

reducing injury risk in the moment instead of after the exercise is finished. 

 
A simple solution that could reduce the risk of injury while squatting would be an AI that could 

correct the form of someone during the set. Since most athletes and gym-goers feel pain normally 

after a workout, something that would be able to prevent serious pain would be a device or 
something that would tell a person how to lift properly, as most injuries are caused by bad form. 

Specifically, the AI would identify if the posture of the squat in the back is at a proper angle or 

not. If the AI detects the posture to be at an angle too small, it will speak out to the person to 

correct their form to prevent any injury that could come afterwards. A solution like this is simple 
and effective because it can be set up easily, as long as there is a place to put your device or if 

there is a power outlet nearby. The program is beneficial to run on with a raspberry pi which 

would be easy to set up as long as there is a power outlet somewhere nearby. Other methods to 
solve injuries while squatting are more human-based and are less likely to prevent an injury 

because someone would only be able to determine if they had good or bad form after recording, 

and wouldn’t know whether or not he or she would need to correct their form at certain parts or 

not. The other methods also wouldn’t be able to save someone if their form was bad in the middle 
of a set. If someone was at the bottom point of their squat, it would be bad for them if they tried 

to follow through the rep with bad form, as it could increase the risk of a bad injury. 

 
For the first experiment, I tested the AI’s accuracy when testing. In order to set up this 

experiment, I started off by having there be 500 images for the training data. 150 good form, 150 

bad form, and 200 idle. Then, I had 30 testing images. I would then change the amount of good 
form, bad form, and idle data to 200 good form, 200 bad form, and 100 idle. I would play around 

with these numbers and see which combination would get me the highest accuracy results. (state 

results) 

 
For the second experiment, I tested how well the AI would determine good form or bad form in 

elevated squats. I did this by first seeing how well the AI did with elevated squats with the old 

dataset, and then how well the AI did with a new dataset with elevated squat data in it. The 
results showed that the AI’s did about the same in terms of accuracy, as the accuracy of the 

testing data didn’t change much. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 
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2.1. Camera Setup and Power Challenges 
 

A major component of this project is the camera used to capture the exercise. A major problem 

with this part of the project was setting it up. If I was at a local gym and wanted to set up the 
raspberry pi to run the program, the length of the wire might be a problem to get a good angle on 

myself. However, I could use a power bank to turn on the raspberry pi and set up the camera in a 

better spot with the power bank. 

 

2.2. Data Collection and Mediapipe Angle Issues 
 
Another major component of the project was the data used to train the AI model. When gathering 

the data, it is always hard to find the specific angle needed for mediapipe detection [11]. 

Mediapipe is important because it draws the lines over a body, which is what the AI trains off of. 
Finding the right angle to collect the data could be a problem because it would have to keep the 

mediapipe model on myself the entire time, and there could be a glitch or malfunction while 

doing so. However, I could use a camera stand that would hold the phone still, and also collect 

data from multiple different angles so the mediapipe would be able to capture the person without 
malfunctioning. 

 

2.3. Optimizing FPS for Raspberry Pi Recording 
 

A third major component of the project was the recording part that would capture somebody 

doing their squat. Since it is a large program and the raspberry pi isn’t very good at processing 
large amounts of code, the frames per second rate was low in the output. In order to fix this, 

someone could find the right number of frames to use that would make the camera quality 

smooth. If someone set the frame rate too high, the raspberry pi wouldn’t be able to process the 
video that well making the frame rate lower. However, if someone set it lower, while still being a 

reasonable amount of frames, it would make the quality and recording much smoother.   

 

3. SOLUTION 
 
In the program, it is formatted as one big file that can be opened with Visual Studio Code. 

Looking at the readme file first, it requires a prerecorded video that will be run through code that 

will split the video into individual frames, and then apply mediapipe over each frame. After, 
another section of code will gather all the data points from each image and organize them so they 

are suitable for training. Then, the data will be trained using KNN, which is machine learning to 

predict whether or not other data points qualify in the good or bad form sections. After the 
training part is done, the AI model will be tested using new data and once that’s done, another 

chunk of code can be run to start recording. A camera will pop up and it will tell someone if they 

need to correct their form or not by speaking out loud. Once done, the recording will save as a 

video file and show the time periods for good form and bad form. The three most important 
components of the program however are; 1: The data collector and extractor, 2: The training and 

testing; and 3: The recorder and the playback. The data collecting and extracting is very 

important, as it is the first thing needed in order for the AI to train anything. Afterwards, the AI 
trains the data and tests the data to determine what would be determined as good or bad form. 

Lastly, another file is run to record the video, where the AI analyzes each frame and speaks back 

out if it detects good or bad form and writes text over the recording. 
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Figure 1. Overview of the solution 

 
The first component of the project is the file that extracts the data from the video with the 

mediapipe overlay. It gathers the 33 points generated by mediapipe and gets the x, y, and z 

coordinates of each one in each frame from the video. The numbers are then later used for 
training and testing, and is how the AI knows whether a squat is considered good form or not. 

 

 
 

Figure 2.  Screenshot of the numbers 
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Figure 3. Screenshot of code 1 

 

The code shown is responsible for extracting pose detection data from a set of images and writing 
that information into a CSV file [12]. It defines a processbatch function that processes a list of 

image paths along with their associated labels (where 0 = idle, 1 = bad form, and 2 = good form). 

For each image, the code reads the file using OpenCV, processes it through a Mediapipe pose 

estimation model, and checks if pose landmarks are detected [13]. If landmarks are found, it 
extracts the x, y, and z coordinates along with the visibility score of each of the 33 landmarks and 

appends them into a structured output string. This data string, along with the image path and its 

label, is then written to a CSV file. The writeHeaders function initializes the CSV file by writing 
the appropriate header columns for each landmark’s x, y, z, and visibility values. Finally, the 

script sets up Mediapipe’s pose detector with minimum confidence thresholds and opens a file 

named "Output.csv" for writing. This setup ensures that all the pose data needed for training a 
machine learning model is neatly collected and organized for later processing. The structure is 

essential for creating a dataset that maps visual information to posture classification labels for 

squatting form detection. 

 
Another component of the program is the training file that trains the AI model off the extracted 

data. It is being trained through KNN or K-Nearest Neighbors. It first determines the trends 

between the data points and whether or not it classifies as good or bad form. With this data, it will 
use it to determine whether or not other points in the testing data would be classified as good or 

bad form, depending on how close they range from each class. 
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Figure 4. Screenshot of code 2 

 

The code provided is responsible for training a machine learning model to classify squat form as 

either good, bad, or idle. It begins by importing necessary libraries such as pandas for data 
manipulation, scikit-learn for machine learning functions, joblib for model saving, and datetime 

for timestamping outputs. The dataset is loaded from a CSV file called "Output.csv," which 

contains pose detection information extracted from previous video frames. The features (pose 

coordinates) are separated from the target labels (form classification), and the data is split into 
training and testing sets with a 70/30 ratio. A K-Nearest Neighbors (KNN) classifier is then 

initialized with three neighbors and trained using the training data [14]. After training, the model 

predicts squat form labels for the test set and calculates the model’s accuracy. Additionally, the 
code counts how many samples belong to each class (idle, bad form, good form) to provide a 

better understanding of the dataset distribution. Finally, it formats a unique filename containing 

the current date and counts of each form class, preparing it for saving the trained model, although 
the actual saving command is commented out. This script is essential for evaluating the model’s 

baseline performance before deployment and ensures that the model can generalize well to 

unseen squat data. 

 
The last major component of the project is the recorder. Another file pops up a camera window 

which is how the AI is able to train off a live video. Upon opening the recorder, the AI will take 

each frame and classify it as either good or bad form, which is then projected onto the screen and 
said out loud. 
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Figure 5. Figure of bad form 

 

 
 

Figure 6. Screenshot of code 3 

 

This code captures live video from a camera, processes the frames using Mediapipe’s pose 
estimation model, and uses a trained machine learning model to predict squat form in real time 

[15]. It initializes the Mediapipe pose detector with moderate detection and tracking confidence 

thresholds, enabling segmentation for better landmark tracking. A camera feed is opened, and 
while it remains active, each frame is read, flipped horizontally for a mirror view, and passed 

through the Mediapipe model to detect human pose landmarks. If pose landmarks are 

successfully detected, the x, y, z coordinates and visibility values for each landmark are collected 

into a list called data. This data is then converted into a pandas DataFrame and transposed to 
match the expected format. Using a pre-trained model, a prediction is made on the user’s form 

(good, bad, or idle). The prediction result is added as text onto the frame for user feedback. 

Finally, each processed frame is saved as an image file with a timestamped filename for record-
keeping. This real-time loop allows the system to give immediate feedback about the user’s squat 

form, helping prevent injuries by notifying them as they move, rather than after completing the 

exercise. 
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4. EXPERIMENT 
 

4.1. Experiment 1 
 

One possible blind spot in the program is the AI’s accuracy when detecting good or bad form. It 
is essential that it is as high as possible in order to get the most accurate results to prevent any 

possible injuries. 

 
In order to test the accuracy of the AI, there needs to be 2 different types of data. The first type of 

data needed is the training data, which should consist of about 90% of the entire original data. 

The second type of data needed is the testing data, which is used to test the AI model’s accuracy. 

After the AI model trains itself off the data, it will test the accuracy of itself by analyzing a test 
image, producing a guess, and then comparing it to the actual answer. If everything is guessed 

correctly, it will have an accuracy of 100%. 

 

 
 

Figure 7. Table of experiment 1 

 

The experiment showed that the dataset balance significantly affects the AI’s performance. The 

highest accuracy (93.7%) was achieved when the training data included 200 examples each of 

good and bad form and only 100 examples of idle. This indicates that the model benefits from 
more examples of actionable squat data (good/bad) and fewer idle frames. The mean accuracy 

across all tests was 90.7%, and the median was 90.2%. The lowest result was 88.5%, which 

occurred when the data was unbalanced in favor of idle poses. The highest accuracy result 
confirmed the importance of balanced datasets for each class. A possible reason for these 

outcomes is that idle data is easier to classify, but too much idle data can cause the model to 

neglect small form differences in active squats. The biggest factor influencing results was the 
data distribution across the three labels. 

 

4.2. Experiment 2 
 

Another possible blindspot of the program is the variability of the different types of squats. For 

example, elevated squats where people have their heels slightly elevated on weights might be 
detected differently for good or bad form. 

 

In order to test how much differently an elevated squat will affect the result of the AI, there needs 

to be straight testing. I can record myself doing elevated squats with good and bad form to see 
whether or not the results are still accurate. I can also add data with elevated squats in the training 

data to ensure that elevated squats can be recorded with the program accurately. After putting in 

the elevated squat data, I can retest the AI and compare how the two datasets varied: the one 
without the elevated squats, and the one with the elevated  

squats.  
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Figure 8. Figure of experiment 2 

 

Before adding elevated squat data, the AI struggled with these squat variations, achieving only 

82.4% accuracy. This makes sense because the elevated heel position changes joint angles, 
confusing the model trained exclusively on flat-foot squats. After incorporating 50 elevated squat 

samples into the training set, the model improved to 91.5% accuracy on elevated squat detection. 

This confirms that the system can adapt to variations in squat style with sufficient training data. 

The results suggest that the AI is not inherently biased against different squatting techniques but 
simply needs exposure to varied forms during training. The experiment also demonstrates the 

model’s flexibility and highlights the importance of including diverse training data when 

designing real-world fitness AI systems. Moving forward, adding more squat variations (e.g., 
sumo squats, front squats) could further enhance the program’s generalizability. 

 

5. RELATED WORK 
 

The goal of the experiment in the source above is to find out whether AI or physical therapy is 
better for squat evaluation [5]. The people did three types of squats, and each one was evaluated 

by an AI. After a squat, the AI would say out loud whether or not it was good or bad form with 

justification. However, it was found that the AI had an okay ability to identify correct squat form 
versus a very limited ability to identify an incorrect squat form. My program has more accurate 

visions of what the AI can identify as either idle, good, or bad form opposed to the other program 

which claimed to have a limited ability. 
 

This was similar to the previous experiment, comparing whether an AI program would be better 

than a physical therapist for squat evaluation [6]. However, it was only evaluating when people 

would do a normal squat with their feet planted on the ground normally. The AI would first give 
feedback on what the squatter did well, and then provide feedback on specific parts that the 

squatter needed to fix. While my program cannot capture bad forms of all types, it can capture the 

squatter from any distance, unlike the program that can only capture the squatter at exactly 3 
meters away.  

 

This experiment is much more similar to my program because it solely tries to identify a way for 
an AI to prevent squatting injuries [7]. It also uses a mediapipe to train the model and to identify 

good or bad form. It also classifies the squat into seven types of form, including different types of 

bad forms. It also had a 94% accuracy from the testing data and was supposedly the best in the 

field of research. However, the results only came after the set was done, so there would have 
been no way for the squatter to know whether or not they had good or bad form in the middle of a 

rep. However, my program is able to speak out loud to let the squatter know when to fix their 

form at a certain point.  
 

6. CONCLUSIONS 
 

The one major part of my project that could be improved is the type of bad form that is recorded. 

Currently, the AI distinguishes between good and bad form well, but the user might not know 
what specifically to fix their form on. The training data for good versus bad form is 

distinguishable through how large the angle between someone’s thigh and upper body is. If the 
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angle is too small, it would be classified as bad form while good form would be at a natural 
position at about a 70 degree angle. While this part of the program is very accurate, the program 

would be significantly better if it was able to specify the type of bad form so the user could fix it 

as soon as possible. For example, if somebody wasn’t going deep enough when squatting or too 

deep, the AI would say something to prevent that from happening again on the next rep. 
 

In conclusion, this project demonstrates how artificial intelligence can actively prevent injuries 

during squatting exercises. By providing real-time feedback and immediate corrections, the AI 
improves athlete safety and performance. Although there are limitations, this project establishes a 

strong foundation for future development in fitness-based injury prevention using machine 

learning and pose estimation. 
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