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ABSTRACT 
 
Public speaking skills are considered both difficult as well as anxiety inducing for many, 

which in our society, dominated by frequent communication and presentation, can be 

problematic as well as prohibitive[1]. We propose a system using VR technology and AI 

large language models in order to help assist users in practicing their public speaking 

skills [2][3]. Users will be situated in a virtual environment, and an AI model will grade 

their speech and provide them notes on improvement. This required overcoming several 
design challenges such as prompt engineering our LLM as well as speech transcription. We 

performed an experiment in order to test our LLM model by having it grade varying types 

of speeches. Analysis of the data supports the idea that our model is consistently evaluating 

user speeches at the quality that we expect it should, although there are some improvements 

we could make to the AI model to improve its evaluation quality even further.  
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1. INTRODUCTION 
 

Public speaking is one of the most significant and widely occurring fears present in our society, 

from all levels. According to several studies, roughly 75% of the world’s population have some 
level of glossophobia and have anxiety when it comes to speaking in public. This fear of public 

speaking is significant in a world that is driven largely by presentation and communication. It is 

estimated that those with a fear of public speaking receive 10% less wages and are passed on for 
promotions by 15%. According to surveys, 45% of individuals interviewed believed that their 

fear of public speaking negatively impacted their ability to advance their career. Most 

importantly, a reported 60% of people interviewed expressed that they wanted to improve their 

public speaking skills. Public speaking is pervasive in our society, and is utilized by students all 
the way to those brought on to speak in governments or organizations such as the United Nations. 

It is important that we as a society try to solve this widespread problem related to fear of public 

speaking. Enhanced communication skills would increase workplace and academic productivity 
immensely, positively impact career prospects for many individuals with a fear of public 

speaking, and alleviate generalized anxiety in many peoples, thereby supporting many’s mental 

health. 
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The paper AI-Powered Analysis with Facial Expression Recognition by Padia et al. focuses on 

facial expression recognition and analysis technology in order to evaluate users’ public speaking 

skills [4]. We believe that our approach to evaluation is more comfortable for the user and more 

applicable to consumers. Secondly, the paper Virtual Reality Public Speaking Training by 
Bachmann et al. focuses on utilizing VR environments, much like our approach, to improve 

public speaking skills. However, their approach does not incorporate AI functionality to improve 

the user experience; as such our approach may be considered an extension of their work. Lastly 
the paper Multimodal Visual Analytics System by Huang et al. utilizes mainly visual analysis 

techniques in order to evaluate users’ speeches [5]. However, we believe that the lack of a virtual 

environment in their case allows for users to more properly immerse themselves in a public 
speaking scenario and give more natural performances. 

 

We have devised an application that utilizes both virtual reality technology and generative AI 

systems in order to help people practice their public speaking skills in an isolated and controlled 
environment. The main goal is for us to successfully recreate a high-pressure, immersive 

environment in a virtual reality environment. Virtual reality was chosen as it allows users to 

simulate environments that they typically would not have access to. In our case, we can easily 
simulate a crowded environment that the user can practice in without bothering other people. A 

user in our program would be in an environment similar to a UN speaking podium and can 

practice their speech in isolation. The system will record their speech through their microphone 
and transcribe it. A large learning model (LLM) will then grade their response based on the 

structure of their speech based on several criteria and provide the user a final score at the end[6]. 

We believe that this virtual public speaking simulation helps users overcome their public 

speaking anxiety through repeated, controlled exposure. Utilization of AI, specifically large 
language models, allow us to go past traditionally slow and somewhat unreliable systems of 

natural language processing such as syntax analysis. 

 
For our experiment, we wanted to test how flexible and how accurate the AI grader was in 

determining the quality of users’ speeches. To do so, we tested the model on a wide variety of 

speech formats that vary in length, quality, word choice, and other metrics. Our goal was to 

predict the grade or at least establish what a human grader would reasonably assign to each 
speech, and determine how the AI model graded in comparison. We deemed an AI assigned 

grade that was close to our expected grade to be considered an accurate assessment. In 3 out of 4 

test cases, the AI grades matched our expectations. However, the AI only gave broad grades and 
did not prefer to use plus or minus marks to give minute evaluations. Although mostly accurate, 

we believe some more fine tuning is needed in order for the model to provide more holistic 

grades that better reflect the user’s performance. 

 

2. CHALLENGES 
 
In order to build the project, a few challenges have been identified as follows. 

 

2.1. Accurate AI Grading for Public Speaking 
 
Special emphasis is placed on our AI-based analysis and grading system. This is because we want 

to correctly identify shortcomings in the user’s speaking style, and not fall into typical problems 

with utilizing LLMs such as hallucinations, overconfidence, or overly positive outputs. Utilizing 
prompt engineering techniques, we were able to essentially program LLM models such as 

ChatGPT to assume a different mode of thinking and output style when taking into account the 
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user’s speech. After rigorous testing, we believe that the model is capable of consistently critical 
and proper analysis. 

 

2.2. Designing VR Environments for Effective Speech Practice 
 

Another concern that some may have regarding the effectiveness of our model is whether or not 

the environment simulated in the virtual reality headset is sufficient enough for users to properly 
give speeches in. We believe that the usage of a virtual United Nations stage correctly 

encapsulates an environment in which individuals with or without public speaking anxiety are 

forced to give their best public speaking performance and practice. However, it is important that 

this environment is not too demanding on those with a fear of public speaking such that they do 
not want to participate in it. We believe the use of a virtual reality headset and the fact that the 

application is strictly one-user only allows the user to practice on their own terms.  

 

2.3. Ensuring Accurate Transcriptions for AI Speech Evaluation 
 

An AI model will grade the user’s public speaking ability based on a transcript of their speech as 
done through the app. One concern is whether or not the transcript is correctly generated. An 

improperly generated transcript will affect the grade given, even if the speech itself could be 

otherwise considered to be of high quality. Inversely, a poorly worded speech may be falsely 
flagged as well done. We utilize Whisper for our transcription technology, which is a popular and 

consistently accurate transcription library offered by AI technology company OpenAI. As such, 

we believe our transcriptions are sufficiently accurate.   

 

3. SOLUTION 
 

The user is met with a podium with a display that includes the Start recording buttons which the 

user can press to begin recording their speech. If the user does not possess a VR headset, they can 
use the w, a, s, and d keys to move around the theater scene to simulate giving a speech in front 

of a realistic audience. Once the user has finished giving their speech or argument, they can 

maneuver toward the podium and press the Done button, ending the recording session. In the 
background, the Unity audio file is converted to a .wav file and saved to the Recordings folder. 

The program will then do another conversion, this time from an audio file to a text-based string 

which ChatGPT can then review [7]. Finally the ChatGPT response to the user input will be 

printed out on the display located on the podium. For the user, after a quick second the podium 
display will light up with thorough feedback as well as a letter grade. There is a scroll bar on the 

right hand side which the user can drag with their cursor to view the full response. There is no 

extra screen in this prototype. To begin practicing another speech, the user will have to resort to 
restarting the program. 
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Figure 1. Overview of the solution 

 

The first component is converting a Unity audio clip into a .wav file. The purpose of the 
conversion is that ChatGPT’s whisper module does not accept recordings in the form of Unity 

audio clips. We did not introduce any backend or database services. However, we manually 

converted Audio Clips to a .wav file using the code we wrote. 

 

 
 

Figure 2.  Screenshot of the first component 
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Figure 3. Screenshot of code 1 

 

This function saves a Unity AudioFile to our project as a .wav. Our SaveRecording function 

includes AudioClip and audioClip as parameters. The first if statement checks for the existence of 
the trimmed audio clip that was recorded from Unity, if it does not, an error message will be 

printed. The code checks whether the recording folder exists or not; if not, it will create a 

recording folder for storing recordings. We then give a unique name to the recording file with the 

date and time. Next, we convert the Unity audio clip into a .wav file and save it at the filepath.  
 

ChatGPT whisper allows us to convert our recorded audio into text, which ChatGPT can then 

grade. ChatGPT can only grade text-based files, not audio. We used a api created by OkGoDoIt 
that allows us to use ChatGPT in C#. It handles all the requests we make to ChatGPT. This 

component uses Natural Language Processing which is a field in AI that allows computers to 

interpret audio bytes/information into a string of text [8]. 
 

 
 

Figure 4. Screenshot of code 2 

 
We create another function with filePath and clipLength as our two parameters. FilePath is where 

ChatGPT whisper gets the location for the converted audio file. ClipLength is requested in the 

GPTGradeAudio function so that we could pass it onto GPTGradeScript. Inside our function we 

call another function, api.Transcriptions.GetTextAsync. This function is responsible for 
converting  our audio file into a string or text format. The function has multiple parameters such 

as language, prompt, temperature. Language is used to define the language of the speech in the 

audio file. Temperature allows us to define the consistency of the transcription. Prompt is used to 
provide context for the audio clip we are sending to OpenAI’s Whisper API [9]. Finally we call 

the previous function responsible for grading the user input.  
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The third component we used was the ChatAPI that ChatGPT provides. it allows us to provide a 
prompt for ChatGPT to follow(eg. You are a judge of a speech and debate competition) which it 

will use to respond to any question/message we send to ChatGPT. We use OkGoDoIt’s API to 

access the ChatAPI. This component relies on Natural Language Processing which is a concept 

that allows computers to understand our language. 
 

 
 

Figure 5. Screenshot of the thrid component 

 

 
 

Figure 6. Screenshot of code 3 

 

The function takes in a string and a float; it uses these parameters to create a message with 

information for ChatGPT to use for grading. The string contains the transcription of the audio file 
that we received from the second component of our project. The first line of the function creates a 

chat containing the prompt ChatGPT will use and the message that ChatGPT will respond to. 

Here we can also specify a Chat model we want ChatGPT to use as well as a temperature [10]. 
We use temperature to control the consistency of ChatGPT responses. A lower temperature 

means more consistent answers. We then take ChatGPT’s response and insert it into the display 

panel and debug the message in the console to see it. 

 

4. EXPERIMENT 
 

4.1. Experiment 1 
 
We want to test out the accuracy of the feedback ChatGPT provides after grading a speech. It is 

important to conduct this experiment to ensure that our speech and debate simulator can give 

consistent feedback depending on the quality of the input. The feedback factor is crucial to the 
usefulness of program as it is what users seek after pouring their hearts out for the sake of 

learning and improving on their public speaking skills. 

 
Our inputs must be varied in terms of quality and classifications. Ranging from simple everyday 

comments to long info dense speeches, our users will provide a great variety of inputs and our 

program must be able to identify whether they pertain to speech and debate. By providing a good 

selection of recordings, some good and some bad, we can locate areas of the program that require 
adjusting and make the program more robust. For the program to be most adaptable, it must be 

able to provide feedback for even cases that are unexpected. With an adaptable and consistent 
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program not only can we ensure that all users are accessible but can also open the doors for more. 
Varied inputs will push the program to its limits and will only allow us to push it further! 
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Figure 7.Table of experiment 
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Figure 8. Expected grade vs actual grade 

 

Out of 80 outputs, 48 were successful while 32 managed to stay within range. With our schema 

for accuracy, we got 0 test cases that had failures. The overall accuracy of our system is roughly 

90.21% and a percent error of 9.79%. ChatGPT managed to always provide proper formatting for 
the output in layout that was expected. However a consistent grade difference of one letter was 

observed throughout multiple times. This inconsistency in grading contributed to the amount of 

within range outputs. The lack of letter grade signs in the ChatGPT grade outputs compared to 
the expected outputs resulted in the letter grade difference. In the future, I will have to modify the 

prompt given to ChatGPT to encourage it to include letter grade signs.   

 

5. RELATED WORK 
 
The paper Enhancing Public Speaking Skills Through AI-Powered Analysis and Feedback by 

Soham Padia et al. focused on utilizing AI in order to enhance public speaking skills similar to 

our project [11]. The difference is that additional technologies such as facial expression analysis 
using OpenCV and YOLO are incorporated in order to better analyze a user's speech. We believe 

that while this approach is more accurate, our approach is better suited to general purpose use and 

is more accessible to the general user. Combining AI analysis alongside a VR environment 

allows the user to better simulate a real life speaking scenario. 
 

The paper Virtual Reality Public Speaking Training: Effectiveness and User Technology 

Acceptance by Manual Bachmann et al. attempts to gauge the effectiveness of what they refer to 
as Virtual Reality Public Speaking Training (also known as VRPST) [12]. Their findings 

demonstrated that users using VR public speaking training methodologies had better skills at the 
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end of their sessions than those who prepared individually. However, their approach does not 
incorporate AI systems, and only attempts to simulate environments. We believe that our 

incorporation of a large language model into our testing allows for the VRPST that the 

researchers mention to be condensed and accessible to just singular users. 

 
The paper SpeechMirror: A Multimodal Visual Analytics System for Personalized Reflection of 

Online Public Speaking Effectiveness by Zeyuan Huang et al. focuses on utilizing computer 

vision in order to evaluate public speaking skills [13]. It aims to use visual techniques to provide 
users insights on their public speaking proficiency. We believe that our approach of using virtual 

reality alongside immediate artificial intelligence based analysis instead of only visual analysis is 

a better methodology that individuals can use to grade their own performance. Simulating public 
speaking environments using virtual reality allows users to simulate a more immersive 

experience and better practice their skills. 

 

6. CONCLUSIONS 
 
While we believe our project consistently reaches our initial goals, there are also limitations that 

would be pertinent to address. For instance, the only data we provide to the LLM model for 

analysis would be a transcript of the user’s speech, which is done via OpenAI’s Whisper library 
[14]. While this is consistent in its accuracy, it is not completely error prone. We believe that in 

the future we will need to add other data to introduce redundancy, such as the pure audio file and 

find some way for the LLM to process it, perhaps by switching to one that supports multimodal 

support. Additionally, the environment set up for the application is suitable enough for someone 
to give a presentation in, however more immersive graphical fidelity for the environment would 

make the scene more believable and allow users to be more comfortable using the application as 

a means to practice. Lastly, our application would also benefit from having users be able to 
somehow import their presentation materials such as a slideshow or speaking notes, which would 

again make the experience more true to life and make users more comfortable giving 

presentations to a virtual environment[15]. 
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