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ABSTRACT 
 
This study presents an automated football commentary system that integrates computer 

vision, rule-based reasoning, and natural language generation within a cognitively inspired 

framework. The modular design employs a YOLOv8 model for real-time object detection, K-

Means clustering for team classification, and a rule-based reasoning module for event 

recognition based on spatial and temporal conditions such as ball possession and dead-ball 

states. Detected events are transformed into expressive, sportcaster-style commentary using 

a generative language model. Experiments on real football match videos and evaluations by 

30 football enthusiasts using a five-point Likert scale demonstrated high detection precision, 

reliable team, identification and accurate recognition of key events. Beyond technical 

performance, the framework promotes inclusivity through potential extensions such as 

multilingual commentary, closed captioning, and audio description, supporting equitable 

access for diverse audience. 
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1. INTRODUCTION 
 

In sporting events, human commentators play a significant role in enhancing the audience 

experiences as well as the emotional engagement. However, commentators encounter challenges, 

including bias arising from subjective interpretation and inconsistencies caused by fatigue due to 

long matches. From a cognitive science perspective, another issue arises in the restricted capacity 

of working memory that may prevent the recollection of prior events or tactical situations, while 

the fast-paced nature of the game often requires simultaneous attention on various activities on the 

field. In order to overcome these challenges, integrating advanced AI systems that utilize computer 

vision and natural language processing should substantially improve and strengthen viewer 

engagement. 

 

Studies on automated sports commentary  [1] [2] [3] [4] demonstrate potential results due to its 

human-centric nature, yet it is highly challenging due to the inherent complexity of the task itself. 

Rather than reporting facts, commentary also requires interpretation and the ability to convey 

emotional nuances and excitement [1]. 

 

For an automated commentator, object detection represents a fundamental starting point. Casting 

object detection as a language model problem offers a novel framework for integrating visual and 

contextual data in commentary generation. For example, the Pix2Seq framework conceptualizes 

object detection as a sequence generation task, enabling a unified and flexible approach to object 
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identification within images [5]. This method aligns with emerging trends in Multimodal Large 

Language Models (MLLMs) for vision-language tasks, such as  Zang’s [6] work on predicting 

object names and locations to enhance human-AI interaction. 

 

Gao et al. [7] emphasized that object detection tasks should not rely solely on visual information. 

Instead, knowledge-driven approaches should assist in acquiring high-level semantic information 

between objects. This argument is supported by Qi et al. [8] who introduced GOAL, a benchmark 

for Knowledge-grounded Video Captioning (KGVC), and demonstrated promising directions that 

the integration of knowledge and visual data may significantly enhance the effectiveness of 

automated commentary in real-time sports narratives. Similarly, Andrews et al. (2024)  utilized 

spatial-temporal data, comprising the location and movement of players and the ball over time in 

a football video, to enrich the automated system with deeper contextual insights. 

 

Wang et al. [9] proposed TN2L2K, a large-scale dataset for object tracking using natural language 

specification. Their work demonstrates that deep learning techniques can effectively identify and 

monitor multiple objects in complex environments. More recent studies incorporating natural 

language descriptions into object tracking have shown promise in improving flexibility and 

robustness [10] [11]. For instance, models using textual prompts to guide object tracking exhibit 

enhanced performance in identifying and following targets across diverse scenarios [12]. 

 

The convergence of computer vision, natural language processing (NLP), and knowledge-based 

system (KBS) has led to the development of increasingly sophisticated models capable of not only 

detecting and tracking objects but also generating natural language descriptions that communicate 

meaningful insights about observed events [3] [13] [14]. This advancement holds substantial 

implications for automated commentary systems. However, key challenges persist, particularly in 

ensuring that generated description are coherent, contextually appropriate, and informative. 

 

This study aims to address these challenges by proposing a framework that integrates object 

detection and tracking with knowledge-based reasoning and natural language generation. The 

objective is to develop a system capable of interpreting complex scenes and producing descriptive 

narratives that accurately reflect real-world events. By combining visual data with structured 

knowledge and linguistic modeling, the proposed approach seeks to enhance both the 

interpretability and communicative capabilities of AI-based commentary systems. 

 

The proposed automated football commentary system also holds significant potential for promoting 

inclusivity. It is designed to be accessible to diverse audiences, including individuals with 

disabilities, non-native speakers, and people from varied cultural backgrounds. Further 

enhancements, such as closed captioning and audio descriptions, could contribute to a more 

equitable and accessible digital environment [15] [16]. 

 

2. METHODOLOGY 
 

The research methodology comprises a series of systematic components, as illustrated in Figure 1. 

It is designed to develop an integrated system capable of performing object detection in football 

matches, classifying teams based on jersey colors, recognizing on-field situations, and generating 

natural language commentary automatically.  
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Figure 1. Research methodology. 

 

The first component, Computer Vision, functions as the visual perception module of the system.  

Using OpenCV, the input video is processed and segmented into individual frames, which are 

subsequently analyzed by YOLO for object detection. This stage identifies various object classes -

- such as players, goalkeepers, referees, and the ball -- within each frame and extracts relevant 

features, including jersey colors and bounding-box coordinates.  

 

Next, Team Identification is conducted through a color-based approach using the K-Means 

clustering algorithm. The dominant color extracted from each player's jersey is used to group 

players into two clusters representing the respective teams (Left and Right). The outpus from this 

stage, along with positional data from YOLOv8, serve as inputs to a Rule-Based Game State 

Analysis module, which infers match situations such as ball possession, goal attempts, and player 

interactions. 

 

Finally, the identified situations are translated into structured prompts that feed into the 

Commentary Generation component. Leverageing a large language model (LLaMA or GPT) 

accessed via API, this module transforms symbolic representations into coherent, contextually 

appropriate sports commentary. Collectively, these interconnected components -- from video 

processing and object detection to reasoning and commentary generation -- from a unified system 

cpable of real-time video processing, contextual understanding of match dynamics, and human-

like automated commentary. 

 

2.1. Requirement 
 

YOLO (You Only Look Once) was introduced by Redmon et al. [17] as a unified model of object 

detection that treats it as a regression problem. The transformation of the traditional object 

detection approach makes it extremely fast, implicitly encodes contextual information, and learns 

generalizable representations of objects. The YOLO framework has significantly evolved, with 

various iterations improving its accuracy and efficiency in real-time applications [18].  YOLOv8 

has introduced further enhancements, such as improved architectural design and advanced training 

techniques, making it one of the most effective models for real-time object detection in sports 

contexts [18] [19]. The core components of the YOLOv8 architecture includes the Backbone, 

Neck, and Head. 

 

The backbone is responsible from difference scales to improve detection accuracy. It extracts 

features from the input image using several convolutional layers and a structure known as C2f 

(Cross Stage Partial Networks). The neck is responsible for refining the features extracted by the 

backbone and merging information from multiple scales. It combines features from different scales 

to improve detection accuracy. The head predicts the final bounding boxes and object classes, 

producing outputs such as bounding box coordinates and confidence scores. 

 
The dataset used in this research is SoccerNet [20], which consists of football match videos 

segmented into individual frames with annotations specifying the positions of players and the ball. 
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This dataset was selected for its strong relevance to the sports domain and its comprehensive 

coverage of diverse object categories that need to be detected. The annotated data are utilized to 

train the object detection model, enabling the system to automatically recognize players, the ball, 

and other on-field personnel. Furthermore, the dataset supports the evaluation of the model’s 

robustness in handling detection challenges under varying environmental conditions and camera 

perspectives. 

 

The K-Means clustering algorithm was implemented to categorize detected objects according to 

spatial proximity and visual similarity. Following the object detection stage, K-Means groups 

entities such as players wearing similar jerseys, thereby enabling automated team identification 

and facilitating situational analysis. This clustering process supports the examination of spatial 

relationships between players and the ball within dynamic match contexts. 

 

The Groq API was implemented to accelerate deep learning inference by leveraging Groq’s high-

throughput hardware architecture. Designed for low-latency and parallelized computation, Groq 

provides substantial performance gains for AI and machine learning workloads. In this study, the 

LLaMA API from Groq was employed to execute inference on the trained YOLOv8 object 

detection model. This integration ensures efficient real-time processing, addressing the 

computational demands inherent in automated sports commentary systems. 

 

OpenCV, an open-source computer vision framework, was employed in this study for essential 

image and video processing operations. Its functions include image pre-processing, video frame 

extraction for YOLO-based object detection, and visualization of detection outputs. Furthermore, 

OpenCV was applied to track dynamic objects across video frames, supporting the analysis of 

player and ball trajectories in football match recordings. 

 

2.2. Model Training 
 

Object detection training was performed using the YOLOv8 architecture provided by Ultralytics, 

chosen for its demonstrated accuracy and efficiency in real-time detection tasks. A customized 

subset of the SoccerNet dataset was reformatted to align with YOLO’s annotation schema. Each 

frame was annotated for key objects such as players, the ball, referees, and goalposts. Training 

employed the YOLOv8 configuration, initialized with pre-trained weights and fine-tuned using an 

image size of 720 pixels, a batch size of 16, and an initial learning rate of 0.03. Conducted in the 

Google Colab environment with GPU acceleration, the process included automatic checkpointing 

of both the best and latest weights. This setup is designed to ensure model robustness under diverse 

conditions, including varying illumination, camera perspectives, and object density. 

 

2.3. Team Identification 
 

Following object detection using YOLOv8, each detected player is classified into their respective 

team to enable higher-level reasoning such as ball possession estimation and tactical interaction 

analysis. Team identification is based on extracting the dominant jersey color while minimizing 

interference from the grass background. To achieve this, each frame is converted to the HSV color 

space, and a green color mask is applied to isolate the grass region. The mean hue 𝐻𝘨 of all green 

pixels is then computed (Equation 1) to dynamically adapt to varying illumination conditions. 

 

𝐻𝘨 =  (1 ÷ 𝑁)∑𝐻ᵢ , 𝑓𝑜𝑟 𝑖 =  1 𝑡𝑜 𝑁 𝑔𝑟𝑒𝑒𝑛 𝑝𝑖𝑥𝑒𝑙𝑠 (1) 

 

The average hue 𝐻𝘨 is used to generate a grass mask 𝑚𝑎𝑠𝑘𝑔𝑟𝑎𝑠𝑠 (Equation 2) within the range. 
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𝑚𝑎𝑠𝑘𝑔𝑟𝑎𝑠𝑠 =  𝑖𝑛𝑅𝑎𝑛𝑔𝑒(𝐻𝑆𝑉𝑓𝑟𝑎𝑚𝑒 , [𝐻𝘨 −  10, 40, 40], [𝐻𝘨 +  10, 255, 255]) (2) 

 

For each detected player, only the upper half of the bounding box 𝑅𝑒𝑔𝑖𝑜𝑛𝑢𝑝𝑝𝑒𝑟 is used (Equation 

3), as it typically contains the jersey. 

 

𝑅𝑒𝑔𝑖𝑜𝑛𝑢𝑝𝑝𝑒𝑟 =  𝑃ᵢ[0 ∶  ℎ ÷ 2, 0 ∶  𝑤] (3) 

 

A binary mask 𝑚𝑎𝑠𝑘𝑗𝑒𝑟𝑠𝑒𝑦 is then generated (Equation 4) to remove green regions, allowing only 

non-grass pixels to contribute to colour estimation. 

 

𝑚𝑎𝑠𝑘𝑗𝑒𝑟𝑠𝑒𝑦 =  𝑁𝑂𝑇(𝑚𝑎𝑠𝑘𝑔𝑟𝑎𝑠𝑠) (4) 

 

The dominant jersey colour 𝐶ᵢ is computed as the mean colour value within the masked region, 

where ⊙ denotes pixel-wise AND operation. 

 

𝐶ᵢ =  𝑚𝑒𝑎𝑛(𝑃ᵢ ⊙  𝑚𝑎𝑠𝑘𝑗𝑒𝑟𝑠𝑒𝑦) (5) 

 

All jersey colour vectors C = {C₁, C₂, ..., Cₙ} are then clustered using the K-Means algorithm defined 

in Equation 6 into two groups, corresponding to the two teams. 

 

𝐾𝑀𝑒𝑎𝑛𝑠(𝐶, 𝑘 =  2) →  𝑙𝑎𝑏𝑒𝑙ᵢ ∈  {0, 1} (6) 

  

To identify which label corresponds to the left-side team, the average x-coordinate of all players 

in each cluster is computed using Equation 7. The cluster with a lower average x-position is 

designated as the left team as defined in Equation 8. 

 

𝑥̄0 = (1 ÷ 𝑁0)∑𝑥ᵢ 𝑓𝑜𝑟 𝑝𝑙𝑎𝑦𝑒𝑟𝑠 𝑖𝑛 𝑡𝑒𝑎𝑚 0 

𝑥̄1 = (1 ÷ 𝑁1)∑𝑥ᵢ 𝑓𝑜𝑟 𝑝𝑙𝑎𝑦𝑒𝑟𝑠 𝑖𝑛 𝑡𝑒𝑎𝑚 1 
(7) 

 

𝑙𝑒𝑓𝑡𝑡𝑒𝑎𝑚 =  0  𝑖𝑓 𝑥̄0 < 𝑥̄1 

𝑙𝑒𝑓𝑡𝑡𝑒𝑎𝑚 = 1  𝑖𝑓 𝑥̄0 ≥ 𝑥̄1 
(8) 

 

2.4. Rule-Based for Situation Detection 
 

This module uses domain knowledge to infer match situations through a series of logical and 

geometric rules involving player position, ball coordinates, and motion vectors. Below are the key 

rules formulated mathematically: 

 

1. Kick-off detection 

 

Kick-off is detected if players are mostly positioned on their respective sides. Kick-

off detection in Equation 9 is used for detecting beginning stage of the game, where 
𝐿ₗ is player from team L on the left half and 𝑅ᵣ is player from team R on the right half. 

 
|𝐿ₗ| ≥  10  ∧   |𝑅ᵣ| ≥  10 ⇒  Kick-off has started! (9) 
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2. Ball possession 

 

A team is considered in possession if one of its players is closest to the ball.  Equation 

10 defines the ball possession, where 𝑝ᵢ is player position, 𝑏 is ball position, and θ is 

dynamic distance threshold. 

 
‖𝑝ᵢ −  𝑏‖ ≤  𝜃  ∧   ‖𝑝ᵢ −  𝑏‖ = min(‖𝑝ⱼ −  𝑏‖) ⇒  𝑡𝑒𝑎𝑚(𝑝ᵢ) =  𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 (10) 

 

3. Attack direction and ball direction 

 

For attack direction, the field is vertically divided into three zones: Top attack, Centre attack 

and Bottom attack. It depends on the y-position H of the ball 𝑏𝑦 as defined in Equation 11. 

 

𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 ≠ ∅ ∧  𝑏𝑦 <  𝐻 ÷ 3 ⇒  𝑇𝑜𝑝 𝑎𝑡𝑡𝑎𝑐𝑘 

𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 ≠ ∅ ∧  𝐻 ÷ 3 ≤  𝑏𝑦 <  2 𝐻 ÷ 3 ⇒  Centre attack 

𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 ≠ ∅ ∧  𝑏𝑦 ≥  2𝐻 ÷ 3 ⇒  𝐵𝑜𝑡𝑡𝑜𝑚 𝑎𝑡𝑡𝑎𝑐𝑘 

(11) 

 

There are 4 ball directions, which are right, left, down, and up. The ball direction in Equation 

12 is determined using its displacement vector d⃗ = (dx, dy), where dx and dy are ball 

movement vector.  

 
|𝑑𝑥| >  |𝑑𝑦| ∧  𝑑𝑥 >  0 ⇒  𝑟𝑖𝑔ℎ𝑡 
|𝑑𝑥| >  |𝑑𝑦| ∧  𝑑𝑥 <  0 ⇒  𝑙𝑒𝑓𝑡 
|𝑑𝑦| >  |𝑑𝑥| ∧  𝑑𝑦 >  0 ⇒  𝑑𝑜𝑤𝑛 
|𝑑𝑦| >  |𝑑𝑥| ∧  𝑑𝑦 <  0 ⇒  𝑢𝑝 

(12) 

 

4. Shot detection 

 

A shot is assumed if a team has possession and the ball is nearing toward the opponent's goal. 

Let 𝐺𝐾𝐿 and 𝐺𝐾𝑅 be goalkeepers of Left and Right, then Equation 13 determines the shooter. 

 

𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 =  𝐿 ∧  𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝑏) →  𝐺𝐾𝑅 ⇒  Shot by team L 

𝑐𝑙𝑜𝑠𝑒𝑠𝑡𝑡𝑒𝑎𝑚 =  𝑅 ∧  𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝑏) →  𝐺𝐾𝐿 ⇒  Shot by team R 
(13) 

 

5. Dead ball detection 

 

Dead ball detected if it's coordinate does not change after some period, as defined in Equation 

14. 

 

d⃗ = (0,0) 𝑓𝑜𝑟 𝑠𝑒𝑣𝑒𝑟𝑎𝑙 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 ⇒  𝐷𝑒𝑎𝑑 𝐵𝑎𝑙𝑙 (14) 

 

6. Free kick detection 

 

A free kick is detected if the direct line between ball and goalkeeper is obstructed. Let 𝑜 be 

opponent and 𝑙𝑖𝑛𝑒(𝑏, 𝐺𝐾) be the line to goalkeeper, then free kick detection is defined as 

Equation 15. 

 

𝐷𝑒𝑎𝑑 𝐵𝑎𝑙𝑙 ∧  ∃ 𝑜 ∈  𝑙𝑖𝑛𝑒(𝑏, 𝐺𝐾) ⇒  Free kick for team X (15) 
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7. Penalty detection 

 

If the direct line is between ball and goalkeeper is not obstructed, then it is penalty. The 

situation should satisfy Equation 16. 

 

𝐷𝑒𝑎𝑑 𝐵𝑎𝑙𝑙 ∧  ¬∃ 𝑜 ∈  𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑠 ∶  𝑜 ∈  𝑙𝑖𝑛𝑒(𝑏, 𝐺𝐾) ⇒  Penalty for team X (16) 

 

8. Goal kick detection 

 

Goal kick situation is detected if there's no nearby player and GK posses the ball, as described 

in Equation 17. 

 

𝐷𝑒𝑎𝑑 𝐵𝑎𝑙𝑙 ∧ ‖𝑏 −  𝐺𝐾‖ <  𝜀 ∧  ¬∃ 𝑜 ∈  𝑂𝑝𝑝𝑜𝑛𝑒𝑛𝑡𝑠 ∶  ‖𝑜 −  𝑏‖ <  𝜀 
⇒  Goal kick for team X 

(17) 

 

2.5. Commentary Generation 
 

In this phase, natural language commentary is generated using the LLaMA 3.3-70B model via the 

Groq API. Detected game events — identified through rule-based reasoning, such as kickoffs, ball 

possessions, or shots — are transformed into concise textual prompts that provide situational 

context. The model elaborates on these prompts, rephrasing them in the expressive register of 

professional sports commentary. This process allows the system to deliver dynamic, contextually 

coherent, and real-time narrations aligned with the communicative style of human sportscasters. 

 

3. RESULTS AND DISCUSSIONS 
 

3.1. YOLO Training Result 
 

The object detection model's performance was evaluated using mean Average Precision (mAP) 

and Average Recall (AR), which jointly assess detection accuracy across different IoU (intersection 

over union) thresholds and object sizes. The validation results of the trained YOLO model are 

summarized in Table 1. 

 
Table 1. Validation Result. 

 

Metric Value  Metric Value 

AP @ IoU=0.50:0.95 0.649  AR @ 1 detection 0.556 

AP @ IoU=0.50 (AP50) 0.874  AR @ 10 detections 0.718 

AP @ IoU=0.75 (AP75) 0.742  AR @ 100 detections 0.726 

AP for small objects 0.301  AR for small objects 0.446 

AP for medium objects 0.687  AR for medium objects 0.771 

AP for large objects 0.745  AR for large objects 0.852 

 

As shown in Table 1, the model achieves a mAP of 0,649 across IoU thresholds ranging form 0.50 

to 0.95, demonstrating a strong balance between precision and recall. The model performs 

particularly well on medium and large objects, with AP values of 0.687 and 0.745, respectively. In 

contrast, performance on small objects is relatively lower (AP = 0.301), indicating a potential area 

for further optimization. 

 

In addition to evaluation on the official validation set, the trained model was further tested on 

several randomly selected football match images that were not included in the training or validation 
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datasets. The images were sampled using Python's random library, and the predictions were 

visualized with OpenCV. The corresponding results are presented in Figure 2. 

 

The qualitative results indicate that the model consistently produced accurate detections of both 

players and the ball under diverse image conditions, including variations in lighting, camera angles, 

and field appearance. The predicted bounding boxes aligned well with visual expectations, 

demonstrating the model's robustness and strong generalization capability beyond the original 

dataset. 

 

  

 
Figure 2. Visualization of model predictions. 

 

Algorithm 1 outlines the process of object detection and feature extraction. This algorithm 

initializes the system components, including the pre-trained YOLOv8 object detection model, the 

LLaMA language model, and the OpenCV frame reader. For each video frame, YOLOv8 identifies 

objects such as players, referess, and the ball while bounding-box data are extracted for furhter 

analysis. Player regions are cropped and converted to the HSV color space to suppress the influence 

of the grass field. A green mask is applied, and the dominant jersey color and spatial coordinates 

are computed for each player. These features provide essential inputs for subsequent modules, 

including team identification and match state analysis. 

 

Algorihtm 1.  Pseudocode for object detection and feature extraction stages. 
Load YOLO_Model = pre-trained YOLOv8 weights 

Load LLaMA_Model = pre-trained language model (via API) 

Initialize frame_reader = OpenCV(video_file) 

Initialize previous_ball_position = None 

Initialize static_ball_frames = 0 

Initialize team_colors = empty list 

Initialize rules = set of domain rules for match analysis 

 

WHILE frame_reader.hasNextFrame(): 

    frame = frame_reader.read() 

 

detections = YOLO_Model.detect(frame) 

# Each detection: {object_class, confidence, bounding_box} 

 

 player_boxes = filter(detections, class="player") 

    ball_box = filter(detections, class="ball") 

    referee_box = filter(detections, class="referee") 

 

    FOR each player_box IN player_boxes: 

     (x1, y1, x2, y2) = player_box.bounding_box 

      player_region = crop(frame, x1, y1, x2, y2) 
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  # Convert to HSV to remove green field influence 

      hsv_img = RGBtoHSV(player_region) 

     grass_mask = mask_color_range(hsv_img, green_range) 

    jersey_color = mean_color(player_region, exclude=grass_mask) 

 

    Append jersey_color TO team_colors 

     Store player_position = center(x1, y1, x2, y2) 

 

 ball_position = center(ball_box.bounding_box) 

 

3.2. Team Identification Result 
 

Following successful player detection using the YOLOv8 model, team identification was 

performed to distinguish players based on their jersey colours. This step is essential for downstream 

tasks such as ball possession tracking, tactical analysis, and automated commentary generation. 

 

 
 

Figure 3. Estimation of grass colour. 

 

The implemented method follows the approach described in Section 2. First, the grass colour was 

dynamically estimated by converting each frame into the HSV colour space and computing the 

average hue of pixels within a predefined green range, as formulated in Equation 1. This dynamic 

estimation compensates for variations in lighting and field appearance. The resulting hue value, 

denoted as 𝐻𝘨, was then used to generate a binary mask that isolates grass pixels, as shown in 

Equation 2. The visual outcome this step is presented in Figure 3. 

 

Subsequently, only the upper half of each detected player bounding box was analysed, since it 

primarily contains jersey regions stated in Equation 3. A binary mask was applied, using Equation 

4, to remove green pixels corresponding to grass, producing a segmented region that represents the 

actual jersey area. From this region, the dominant jersey colour for each player was extracted by 

averaging the non-grass pixel values (Equation 5). The visual results of this process are shown in 

Figure 4.  

 

      
 

Figure 4. Estimation of jersey colour. 

 

The obtained jersey colour vectors were then clustered using the K-Means algorithm with 𝒌 = 𝟐, 

effectively separating players into two distinct teams (Equation 6). To maintain consistent labelling 
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across frames, the average x-coordinate of players in each cluster was computed (Equation 7), and 

the team with the lower mean x-position was designated as the left-side team (Equation 8). The 

visual outcomes is illustrated in Figure 5. 

 

 
 

Figure 5. K-Means-based team classification. 

 

Empirical testing on several randomly selected match images demonstrated that the proposed K-

Means clustering method consistently and accurately grouped players into their respective teams. 

Figure 5 presents representative results, showing that players wearing similar jersey colours were 

correctly clustered and colour-labelled. Moreover, team-side identification based on horizontal 

player distribution proved robust under varying camera angles and jersey designs. 

 

Overall, this method ensures consistent and reliable team classification across frames and match 

conditions, providing a solid foundation for higher-level reasoning modules within the system. 

 

Algorithm 2 assigns players to teams based on jersey color clustering and determines each team's 

field side. Using the K-Means algorithm, player jersey colors are grouped into two clusters 

representing Team L and Team R. Each detected player is then assigned to the nearest color cluster. 

The algorithm computes the average horizontal (x-axis) position of both teams, and the team with 

the smaller mean x-value is designated as the left-side team, while the other is assigned to the right. 

 

Algorihtm 2.  Pseudocode for team identification. 
IF not teams_defined: 

   clusters = KMeans(team_colors, n_clusters=2) 

     Assign Team_L and Team_R based on cluster index 

    teams_defined = True 

 

FOR each player: 

    Assign player.team = closest_cluster(player.jersey_color) 

 

Determine average x-position of each team: 

    mean_x_L = mean(positions of Team_L) 

     mean_x_R = mean(positions of Team_R) 

 

IF mean_x_L < mean_x_R THEN 

   side_left = Team_L 

   side_right = Team_R 
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3.3. Object Detection Result 
 

To evaluate the overall system performance, a real-world football match video was used as input 

to the integrated framework comprising object detection, team classification, and visual annotation 

modules. This evaluation aimed to demonstrate the end-to-end functionality and stability of the 

developed system when processing continuous, dynamic video data. 

 

  

  
 

Figure 6. Video object detection. 

 

Figure 6 shows example frame from the annotated output video that successfully detect object and 

classify the team. Each bounding box is labelled with the appropriate role (e.g. Player-L, GK-R, 

Ball) and color-coded by class. The left and right teams consistently labelled across frames, 

reflecting stable team clustering and classification. The system demonstrates accurate localization 

of players and the ball, even under varying lighting conditions, occlusion, and motion blur. 

 

The integrated process operates within a continuous while-loop until all frames are processed. 

Upon completion, the output video consistently displays correctly labelled players, goalkeepers, 

and ball positions. The model maintained robust detection accuracy despite environmental 

challenges such as lighting variations, occlusions, and camera motion. This results confirm that the 

end-to-end pipelines (combining YOLOv8-based object detection, dominant-colour team 

classification, and real-time visualization) performs effectively in complex, real-world football 

video scenario. This implementation establishes a solid foundation for higher-level reasoning 

modules, including ball possession estimation and tactical analysis. 

 

3.4. Rule-Based Detection Result 
 

To interpret gameplay events from visual data, a rule-based reasoning module was developed based 

on the logical conditions defined in Section 2.4. These rules were applied in real time to the outputs 

of the YOLO-based object detection and team classification modules, enabling the system to infer 

high-level football events such as kick-off, ball possession, and shooting attempts. 
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The system was evaluated using multiple video clips of real football matches. As each video was 

processed frame by frame, the predefined logical conditions were continuously assessed. When the 

criteria for a specific event were satisfied, the corresponding situation was automatically identified 

and labelled. 

 

Detected events were visualized by dynamically generating textual annotations on the lower-left 

corner of each video frame. These in-frame comments provided direct visual confirmation of 

correct event recognition and demonstrated the system's ability to link low-level visual cues to 

semantic gameplay situations in real time. 

 

Algorithm 3 infers the current game state based on ball motion and positional data. The system 

first calculates the ball's displacement between consecutive frames to determine whether it is static 

or in motion. Based on predefined thresholds and spatial rules, the algorithm classifies situations 

such as Kick-off, Free Kick, Penalty, Attact Direction (Left or Right), Shot on Goal, or Neutral 

Play. The analysis integrates temporal ball movement with player positioning to provide real-time 

recignition of key match events. 

 

Algorihtm 3.  Pseudocode for game situation recognition. 
# Compute ball motion 

IF previous_ball_position IS NOT None: 

    ball_dx = ball_position.x - previous_ball_position.x 

    ball_dy = ball_position.y - previous_ball_position.y 

   distance = sqrt(ball_dx² + ball_dy²) 

IF distance < STATIC_THRESHOLD: 

  static_ball_frames += 1 

ELSE: 

   static_ball_frames = 0  

ENDIF 

 

# Apply Rules  

IF all_players_in_own_half() AND ball_centered(): 

  game_state = "Kick-off" 

ELSE IF static_ball_frames > MAX_STATIC_FRAMES: 

   game_state = "Free Kick" 

ELSE IF is_penalty_condition(ball_position, player_positions): 

    game_state = "Penalty" 

ELSE IF team_in_possession(ball_position) == side_left: 

   direction = detect_attack_direction(ball_position) 

   game_state = "Left Attack (" + direction + ")" 

ELSE IF team_in_possession(ball_position) == side_right: 

   direction = detect_attack_direction(ball_position) 

   game_state = "Right Attack (" + direction + ")"  

ELSE IF ball_approaching_goal(ball_dx, ball_dy): 

   game_state = "Shot on Goal" 

ELSE: 

  game_state = "Neutral Play" 

 

previous_ball_position = ball_position 

 

3.4.1. Kick-Off Detection 

 

During the evaluation using real match video footage, the system successfully detected the kick-

off event when both teams were positioned in their respective halves at the start of the game. Once 

the condition defined in Equation 9 was met, the system generated the corresponding commentary 

"Kick-off" in yellow font. displayed at the bottom-left corner of the annotated video frame, as 
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illustrated in Figure 7. This visual confirmation demonstrates that the rule-based logic operated as 

intended, accurately identifying and annotating gameplay situations in real time. 

 

  

 

Figure 7. Kick-off detection. 

 

 

Figure 8. Ball possession detection. 

 

3.4.2. Ball Possession 

 

Ball possession detection was implemented according to the rule defined in Equation 10, which 

assigns possession to the player nearest to the ball within a dynamic distance threshold. This 

mechanism is fundamental for enabling higher-level tactical inferences, such as determining the 

direction of attack and identifying shooting opportunities.  

 

During testing with real match video samples, the system successfully identified the player closest 

to the ball and accurately attributed team possession. The algorithm continuously recalculated 

player-to-ball distances for each frame, ensuring real-time updates of possession status.  

 

As illustrated in Figure 8, when a player approached the ball an attacking sequence, the system 

correctly detected the controlling team and generated contextual commentary, such as "Team L 

{direction}", displayed in the bottom-left corner of the annotated video frame. This outcome 

confirms the effectiveness of the rule-based mechanism in providing reliable and interpretable 

situational awareness. 

 

3.4.3. Attack Direction and Ball Direction 

 

Attack direction was determined based on both the current ball possession status and the spatial 

position of the ball on the field, as described in Equation 11. Once possession was established as 

True, the pitch was divided into three vertical zones: upper third (top), middle third (mid), and 

lower third (bottom). The direction of the attack was then inferred from the ball's location within 

these zones relative to the team in possession. 

 

During implementation, the system continuously evaluated the ball's position and generated 

contextual commentary such as "Team L bottom", displayed on the annotated video frame (see 

Figure 8). 

 

In addition to positional heuristics, motion vectors of the ball were computed using differences in 

consecutive frame coordinates (Δx, Δy). The direction of ball movement (left, right up, or down) 

was inferred from the relative magnitudes of ∣Δx∣ and ∣Δy∣. This information was rendered in white 

text on the video frame to visualize the ball's motion trajectory and to further validate the 

orientation of the attacking play. 
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3.4.4. Shot Detection 

 

In the annotated frame shown in Figure 9, the system accurately detected a shooting event when a 

player from the attacking team directed the ball toward the opposing goalkeeper. This detection 

was achieved by evaluating the team's ball possession status and analysing the direction of the 

ball's movement relative to the goalkeeper's position, as defined in Equation 12. Consequently, the 

system generated the contextual commentary "Shot_R!" displayed in the lower-left corner of the 

video frame. This result demonstrates the effectiveness of the rule-based reasoning module in 

identifying and annotating critical match events in real time. 

 

 
 

Figure 9. Shot detection.  

 

3.4.5. Dead Ball 

 

The dead-ball condition in football was detected based on ball movement, following the rule 

defined in Equation 14. When both the current and previous ball positions were available, the 

system calculated the displacement using the Pythagorean formula. If the ball remained stationary 

for several consecutive frames, it was considered static; otherwise, the count was reset. 

 

According to the defined rule, when the ball stayed motionless for more than ten consecutive 

frames (or for a configurable threshold specified by the system) a dead-ball state was recognized. 

Once this condition was satisfied the system determined the closest to the ball by calculating the 

Euclidean distance between the ball and all detected players, identifying the nearest player and 

their corresponding team. 

 

3.4.6. Free Kick 

 

In Figure 10, the system successfully identified a free kick situation by detecting that the line 

between the ball and the goalkeeper was obstructed by players from the opposing team, as specified 

by the defined rule. This condition, combined with the ball being in a dead-ball state, triggered the 

generation of the contextual commentary "Free kick L!" displayed in the lower-left corner of the 

annotated video frame. This result demonstrates that the implemented rule-based logic effectively 

captures and labels free kick scenarios during gameplay. 
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Figure 10. Free kick detection. 

 

Figure 11. Penalty detection. 

 

3.4.7. Penalty 

 

The system successfully detected penalty situations when the ball was positioned inside the penalty 

area and no opposing players obstructed the path between the ball and the goalkeeper, as specified 

in the rule-based logic. When the ball was in a stationary dead-ball state, this condition was 

recognized as a valid penalty scenario. Consequently, the system generated the contextual 

commentary "Penalty_L", displayed in the lower-left corner of the annotated video frame, as 

illustrated in Figure 11. This result demonstrates the reliability of the implemented rule-based 

method in accurately identifying penalty situations during live match sequences. 

 

3.4.8. Goal Kick 

 

The system successfully detected goal-kick situations when the ball was stationary near the 

goalkeeper and no opposing players were present in the surrounding area. This condition satisfied 

the rule-based criteria that considered both the dead-ball state and player proximity. Once detected, 

the system generated the contextual commentary "Goal kick L!" displayed in the lower-left corner 

of the annotated video frame, as illustrated in Figure 12. This result validates the effectiveness of 

the implemented rule in recognizing real in-game goal-kick scenarios based on visual input and 

spatial configuration. 

 

 
 

Figure 12. Goal kick detection. 

 

3.5. Commentary Generation 
 

To enhance the expressiveness of the rule-based commentary, a generative component was 

integrated into the system. This module transforms rule-derived textual outputs into natural 

sportscaster-style narration, enabling more engaging and dynamic match commentary. A dedicated 

function was designed to process raw comments produced by the rule-based logic and generate 

fluent, context-aware commentary in real time. 

 

The function constructs a prompt that instructs the model to emulate a professional sports 

commentator. The temperature parameter was set to 1.0 to promote diverse and vivid phrasing, 

effectively simulating the enthusiasm of live broadcast narration. 
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To evaluate the effectiveness of this generative mechanism, several sample comments were tested. 

The results showed that the system consistently produced expressive and contextually appropriate 

commentary, as illustrated in Figures 13 and 14. These examples demonstrate that the system not 

only conveys essential event information but also presents it in a natural, lively, and audience 

oriented manner. The generated commentary aligns closely with the visual context and rule 

triggers, thereby enriching the overall viewing experience. 

 

  
 

Figure 13. Improved commentary 1. 

 

Figure 14. Improved commentary 2. 

 

Algorithm 4 produces natural-language commentary based on the detected game state. For each 

identified event -- such as Kick-off, Free Kick, Attack, or Shot on Goal -- a corresponding base 

comment is generated. The text is then refined by the LLaMA language model, which rephrases it 

into a dynamic, sportscaster-style narration. The resulting commentary is displayed on the video 

frame and can optionally be converted to speech for real-time broadcasting. 

 

Algorihtm 4.  Pseudocode for comment generation. 
SELECT game_state: 

  CASE "Kick-off": 

            base_comment = "Kick-off" 

  CASE "Free Kick": 

            base_comment = "Free-Kick" 

 CASE "Penalty": 

            base_comment = "Penalty" 

  CASE "Left Attack": 

            base_comment = "Left Team Attacking" 

 CASE "Right Attack": 

            base_comment = "Right Team Attacking." 

 CASE "Shot on Goal": 

            base_comment = "Shot" 

 CASE "Neutral Play": 

            base_comment = "" 

 

improved_comment = LLaMA_Model.generate( 

   prompt = "Rewrite this to sports commentary: " + base_comment ) 

 

     DisplayTextOnFrame(frame, improved_comment) 

     Optionally: ConvertToSpeech(improved_comment) 

 

END WHILE 

 

3.6. System Evaluation 
 

To assess the effectiveness and realism of the developed system from a user perspective, a 

subjective evaluation was conducted involving 30 respondents identified as football enthusiasts. 

Each participant was presented with seven short video clips, each depicting a distinct match 
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scenario, namely penalty, free kick, kick-off, goal kick, ball possession, shooting, and attack 

direction. 

 

After viewing each clip, the respondents were asked to rate the system's performance in recognizing 

the situation and generating appropriate commentary using a five-point Likert scale, where 1 

indicated very poor and 5 indicated excellent. The aggregated results of this user evaluation are 

summarized in Table 2. 

 

As shown in Table 2, the subjective evaluation yielded consistently high ratings across all tested 

scenarios, with an overall mean score of 4.44 on the five-point scale. The results indicate that 

respondents generally perceived the system as highly effective in identifying gameplay situations 

and producing relevant commentary. Among the evaluated scenarios, penalty detection achieved 

the highest average rating (4.50), followed by ball possession (4.47), reflecting user satisfaction 

with the system's ability to recognize critical match events. 

 
Table 2. Validation result. 

 

Scenario 
Average 

Rating 

Standard 

Deviation 
Respondents 

Standard Error 

(SE) 

Kick-off 4,40 0,621 30 0,113 

Ball possession 4,47 0,600 30 0,110 

Attack direction 4,43 0,502 30 0,092 

Shoot 4,43 0,626 30 0,114 

Dead-ball – Free Kick 4,43 0,577 30 0,105 

Dead-ball – Penalty 4,50 0,509 30 0,093 

Goal Kick 4,43 0,571 30 0,104 

 

The standard deviations ranged from 0.50 to 0.63, suggesting low variability and strong agreement 

among participants. Similarly, the standard errors, all near 0.10, confirm the stability and reliability 

of the reported mean values. Overall, these findings demonstrate that the developed system 

performs robustly and delivers realistic, contextually appropriate commentary across various 

football scenarios, validating its effectiveness from a user experience perspective. 

 

3.7. Discussions 
 

The experimental results and system evaluations presented in the previous section demonstrate the 

effectiveness of the proposed integrated framework that combines computer vision, clustering, 

rule-based reasoning, and natural language generation for football match understanding. This 

section provides a deeper analysis and critical discussion of these findings from both technical and 

cognitive perspective, highlighting how the system reflects aspects of human perception, 

reasoning, and linguistic interpretation in sports cognition. 

 

From a perceptual standpoint, the YOLOv8-based object detection module exhibited strong 

performance on the validation set, achieving high precision and recall. The model effectively 

detected players, goalkeepers, and the ball in unseen video frames, demonstrating perceptual 

generalization similar to human visual attention in tracking salient objects under dynamic 

conditions. Nevertheless, occasional false positive were observed in frames with complex 

occlusion or partially visible balls, suggesting the need for temporal filtering or motion-based post-

processing to approximate the human ability to integrate visual information across time. 

 

The team classification process, which employed dominant jersey colour features and K-Means 

clustering, also proved robust across diverse video samples. The adaptive adjustment to lighting 
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conditions via HSV-based grass masking can be viewed as a form of perceptual normalization, 

analogous to how the human visual system compensates for environmental lighting variations. 

However, challenges remain when both teams wear similar colour tones or hues, which reduce 

feature distinctiveness--a limitation comparable to perceptual ambiguity in human colour 

differentiation under complex visual scenes.  

 

The integration of object detection and team classification in real match video clips demonstrated 

smooth frame-by-frame annotation and reliable labelling consistency. The resulting visual outputs 

confirmed that the system can process complete video sequences autonomously, paralleling how 

human observers continuously track multiple moving agents to form coherent situational 

awareness. This integration provides a stable foundation for subsequent reasoning modules that 

emulate higher-order cognitive functions such as event inference and tactical understanding. 

 

The rule-based reasoning components--responsible for identifying match events such as penalties, 

free kicks, and shots--achieved high detection accuracy. By incorporating dead-ball and ball-

possession conditions as logical prerequisites, the system effectively minimized premature or 

incorrect detection. The rule-based structure reflects a form of symbolic reasoning found in human 

cognition, where event interpretation depends on contextual conditions and temporal dependencies. 

The ability to use spatial relationships and motion cues for inference aligns with cognitive models 

of situational reasoning, in which humans infer intentions and outcomes by integrating spatial-

temporal information. 

 

The generative commentary component further enhanced the system's interpretability and 

communicative realism. By transforming symbolic event data into natural sportscaster-style 

narration, the model operationalizes aspects of human linguistic cognition--particularly language 

generation grounded in situational context. Although minor variations in tone and length were 

observed, the generated commentary successfully reproduced features of expressive and context-

sensitive human narration, bridging low-level perception with high-level communicative function. 

Finally, the subjective evaluation involving 30 football enthusiasts confirmed the system's practical 

and cognitive validity. The average user ratings exceeding 4.4 across all scenarios indicate that 

participants intuitively recognized and accepted the system's event interpretations and narrative 

outputs as realistic and meaningful. This alignment between computational processes and human 

interpretive perception suggests that the framework not only performs effectively in technical terms 

but also models key aspects of human cognitive behaviour in perceiving, reasoning about, and 

linguistically describing dynamic sports events. 

 

4. CONCLUSIONS AND FUTURE STUDIES 
 

This study presents an integrated framework for the automated understanding of football matches 

by combining computer vision, clustering algorithms, rule-based reasoning, and natural language 

generation. From a cognitive science perspective, the framework can be seen as a computational 

model that mirrors key aspects of human cognition in sports perception and interpretation--

specifically, how humans visually perceive, reason about, and linguistically describe dynamic 

events. 

 

The proposed system effectively detects players, the ball, and goalkeepers in real time using a 

custom-trained YOLOv8 model, and classifies players into their respective teams based on 

dominant jersey colours through a dynamic colour-masking approach. This visual perception 

process parallels the human visual system's ability to segment and categorize stimuli based on 

salient features under varying lighting and environmental conditions. The extracted visual data are 

processed using a set of logically defined rules to infer high-level match events such as kick-offs, 

ball possession, attack direction, shots, free kicks, penalties, and goal kicks. These rules are context 



Computer Science & Information Technology (CS & IT)                                              71 

sensitive, incorporating conditions such as ball possession and dead-ball states to improve 

precision and reliability. This rule-based reasoning component aligns with cognitive theories of 

symbolic and situational reasoning, in which humans use contextual cues and causal inference to 

interpret ongoing events. 

 

To enhance interpretability and viewer engagement, an AI-based commentary generator was 

integrated to produce natural, sportscaster-style descriptions aligned with detected events. This 

generative mechanism reflects the linguistic dimension of cognition, transforming structured 

representations of events into expressive, contextually grounded language--similar to how human 

commentators transform perceptual and conceptual understanding into narrative form. 

 

A subjective evaluation involving 30 football enthusiasts demonstrated that the system's outputs 

were perceived as accurate, informative, and realistic. The high average ratings across all scenarios 

confirm the system's ability to provide meaningful and intuitively interpretable match 

interpretations. This alignment between computational processing and human perception 

underscores the frameworks’ cognitive plausibility--its capacity to model how humans perceive, 

reason about, and verbally describe complex visual environments. 

 

Looking ahead, several directions are proposed to enhance the system's cognitive and 

computational performance. The rule-based component can be expanded to include a broader range 

of match situations, such as drop balls, throw-ins, tackles, and formations. The system could also 

incorporate higher-order tactical analysis--recognizing attacking patterns, off-ball movements, and 

real-time ball possession statistics--to enrich commentary with strategic insights similar to human 

expert reasoning. 

 

Integrating a text-to-speech feature would further advance the communicative dimension of the 

system by adding auditory expressiveness and real-time responsiveness, thus simulating a live 

broadcast experience. Additionally, enhancing the casual recognition capability--through the 

detection of field markings and the identification of players by jersey number, position, or 

distinctive features--would improve the granularity of perception and contextual precision in 

generated commentary. 

 

Importantly, future iterations should also emphasize inclusivity and accessibility. By integrating 

features such as multilingual commentary, closed captioning, and audio description, the system 

could serve a broader audience -- including individuals with hearing or visual impairments, non-

native speakers, and users from diverse cultural backgrounds. 

 

Collectively, these advancement would not only strengthen the system's technical and cognitive 

dimensions but also promote a more inclusive and equitable digital sports environment. Ultimately, 

the proposed framework represents a significant step toward cognitively inspired intelligent 

systems for sport analysis and broadcasting, bridging the gap between artificial perception and 

human understanding in dynamic real-world contexts. 
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