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ABSTRACT 
 

Parkinson’s disease is a prevalent neurodegenerative disease that primarily affects the 

elderly. While it currently has no cure, early detection is essential in treating and reducing 

symptoms. Our project aims to make prediction of Parkinson’s disease more accessible and 

convenient for patients by using keystroke data which can be easily gathered by any 

keyboard. In order to achieve this, we used machine learning, specifically predictive 

machine learning. We tested several different types of models including Random Forest 

Classifier, Logistic Regression, Gradient Boosting, and Support Vector Machines. In the 

end, our logistic regression model had the highest level of accuracy. We proceed to test the 

models with simulated data, once with a simulated sample of all positive cases and once 

with a sample of a mixed of positive and negative cases. These experiments supported our 

conclusion that logistic regression was our most reliable model. We then created a website 

that allows users to predict whether or not they have Parkinson’s using their own keystroke 

data. This made our model accessible to the general public and easy to use, encouraging 

proactive testing and preventative measures. 
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1. INTRODUCTION 
 

With a rapidly aging population, neurological diseases have become the forefront of medical 

research. Alzheimer’s, epilepsy, amyotrophic lateral sclerosis (ALS), and Bell's palsy are all 

conditions that threaten the health of the elderly population. Parkinson’s disease, in particular, 

blah blah blah. 

 

Parkinson’s disease is a progressive neurodegenerative disorder that affects movement, causing 

neurons in the brain to weaken and die [5]. Symptoms of this disorder often include tremors, 

rigidity, and impaired movements [6]. With approximately 0.5-1% of people aged from 65 to 69 

years old and 1-3% of people aged 80 and older suffering from Parkinson’s, it is the second most 

common neurodegenerative disease following Alzheimer's disease. Parkinson’s disease often 

impacts patients’ quality of life, leading to physiological, physical, and mental problems [3]. 
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The first clear medical description of Parkinson’s disease was in 1817 by James Parkinson. Since 

this discovery, many methods of treatment have been tested. Levodopa, for example, is one such 

treatment that converts to dopamine in the brain [2]. Other treatments like physical therapy and 

rehabilitation are also used to reduce symptoms. However, Parkinson’s disease is a chronic 

illness with no current cure. 

 

Additionally, despite the prevalence of the disease, there is no standardized test for detecting 

Parkinson’s. Since it lacks a specific biomarker, diagnosis largely happens in the clinical setting 

based on common symptoms. As a result, the misdiagnosis rate for Parkinson’s is high, with 

neurologists having a misdiagnosis rate of 10-20% and up to 25% for non-specialists [9][10]. 

 

Our solution was to create a Parkinson’s disease prediction model using machine learning to 

analyze keystroke data of possible patients. Since Parkinson’s disease affects motor functions, 

including causing tremors, it can alter patients’ keystroke patterns [12]. These abnormalities can 

be detected through machine learning. After testing several different models such as Random 

Forests and Gradient Boosting, we found that a logistic model was the most accurate. By 

examining various features ranging from flight time between key presses and hold times, our 

model was able to determine with 78.5% accuracy whether or not a patient had Parkinson’s 

disease [14]. 

 

Unlike many other methods of diagnosis that are not standardized and oftentimes expensive, our 

innovative method using keystroke data is cheap and accessible, requiring only a keyboard and 

device. This is especially important for elderly patients who cannot travel to hospitals or other 

medical facilities for specialized testing. We created a Streamlit that allows users to input their 

own keystroke data and predict whether or not they have Parkinson’s disease using our model. 

This easy-to-use website makes diagnosis quick and efficient, returning a prediction in real time.  

 

Although Parkinson’s currently has no cure, early diagnosis is important in slowing and 

mitigating the effects of the disease. Our model makes testing convenient and noninvasive, 

encouraging testing and increasing the likelihood of reaching a diagnosis in the early stages. 

 

2. CHALLENGES 
 

In order to build the project, a few challenges have been identified as follows. 

 

2.1. Database 
 

Our first issue was cleaning and organizing our data. The data we used originally came in several 

different unlabeled text files, one set containing the user data and another set containing the 

keystroke data associated with each user. To solve this, I could parse through both sets of files, 

matching the users with their related keystroke data through their user IDs. Then, I could 

organize these separate files into one CSV file, containing all the users, their user data, and the 

averages and standard deviations of their keystroke features. Additionally, I could remove any 

missing entries and replace them with the median of that feature. 

 

2.2. Machine Learning Model 
 

Another issue we ran into was building our machine learning model. Initially, we trained a 

Random Forest Classifier model using only their average and standard deviations of the users’ 

hold time, flight time, and latency. However, this first model suffered from poor accuracy. In 

order to improve our model, we added a scalar to increase the amount of training data available. 
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Additionally, we added more features including age, sidedness, and gender. We then tested this 

with several different models such as Gradient Boosting, Support Vector Machine, and Logistic 

Regression. We found that logistic regression had the highest accuracy of 78%.  

 

2.3. Useable Web 
 

While adapting our model to a usable website, we ran into several issues. First, the features we 

needed to analyze for our machine learning model such as their hold time, flight time, and latency 

were unable to be recorded by our website. Therefore, users had to calculate and input these 

values themselves before using our model. Additionally, when attempting to add our model into 

our Streamlit website, we realized that our model was too big to be supported. As a result, we had 

to compress our model by using a simpler training algorithm. This, consequently, reduced the 

accuracy of our model. 

 

3. SOLUTION 
 

Our product consists of three major components. Initially, we begin with our dataset of users with 

and without Parkinson’s Disease and their keystroke data. Our dataset originally came segmented 

in different files and in an usable format to our code. The user’s ID and demographic information 

such as age and gender was separated from the user’s keystroke data. As a result, we utilized the 

Pandas library in Python to convert our scattered data into dataframes. We then dedicated one 

component of our project to merging and cleaning the dataset to group the users’ data into a 

usable format.  

 

The second major component of our project is our machine learning model. We created this 

model using Python as it is the popular choice among machine learning scientists along with 

Scikit-learn for its numerous built-in packages. We tested several different types of models such 

as Random Forest Classifier, Gradient Boosting Classifier, and Support Vector Machine. 

Eventually, we settled on Logistic Regression as the most accurate model. While tuning our 

model, we had to add a scalar that multiplied the amount of data and an imputer that replaced 

empty columns with the median for the feature to increase our accuracy.  

 

To make our model accessible to users, we implemented our third component: our website. Using 

Streamlit, a quick platform to create websites in Python without the necessity of HTML, we 

created a page that allows users to input their own data and run it through our model to get a real-

time prediction of their likelihood of currently having Parkison’s Disease.  
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Figure 1. Overview of the solution 

 

The authentication component allows users to create secure accounts by verifying and storing 

passwords in Firebase. It ensures that only authorized users can access the app’s features. By 

providing a secure gateway, authentication protects user data and enables other processes, such as 

posting shots and interacting with the ML model.  

 

In our first component, we used Pandas in order to clean and merge our scattered data into a 

usable dataframe for our future model. We needed to do so because our original data was split 

across several different files that separated user demographic and our keystroke data. 

 

 
 

Figure 2. Code Example 
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In this code snippet, we have a function that parses through every keystroke data file for each 

user. Using Pandas, we created an individual dataframe containing all the keystroke data in each 

user file. We also converted the values within the data from strings into numeric data types. We 

utilized Pandas to convert our hold time, latency, and flight time lists into Series. From there, the 

program then condenses the rows of keystroke data down into one row by calculating the mean 

and standard deviation for the hold time, latency, and flight time. This information, now stored 

easily into one row separated by user IDs, is then added to a larger dataframe containing this data 

for all users. Additionally, we dropped any empty rows from our dataframe. This code runs when 

the model is first created to prepare the training data for processing. 

 

After cleaning our data, we moved onto our model. Our model is a Logistic Regression Model, 

the most accurate out of the several models we tested. The model, the foundation of the project, 

predicts whether or not a patient has Parkinson’s Disease based on the features we set from the 

dataframe. 

 

When making our model, we started with defining the features from the keystroke data that 

would help determine whether or not a patient has Parkinson’s. We altered some features like 

gender into binary categories to better help our model process the data. We then split our data—

80% used for training and 20% used for testing—to allow some of it to be used to develop the 

model. After we split our data, we used an imputer to fill empty cells with median values and a 

scaler to increase the volume of our data, allowing for our model to have more data to train from 

and improving its accuracy. To find the best model, we tested four different types of models: 

Logistic Regression, Random Forest Classifier, Support Vector Machine, and Gradient Boosting 

Classifier. We analyzed the accuracy and precision of each model and found that Logistic 

Regression was generally the most accurate. 

 

 
 

Figure 3. Code Example 
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Our third component was our Streamlit Python website which allows users to access our model 

and run the prediction on their own keystroke data through an easy-to-use interface, allowing 

users to access our model from anywhere. Users are able to receive immediate feedback from our 

model once entering their data. In this code, we collect the user’s data through a form. We 

utilized Streamlit’s built-in functions for creating buttons and selectable options that are easy to 

navigate for users. Once we collect the data and the form is submitted, we convert it into usable 

forms for our model. For example, we convert the severity feature which is initially inputted as a 

string into numerical values and convert the user’s gender into a binary response. Then, we filter 

our features to align with the features that are used in our model and convert this data into a 

dataframe. This dataframe is subsequently processed through our model which returns a 

prediction of whether or not the user has Parkinson’s Disease and a probability that shows the 

accuracy of our model to highlight that the model’s output is only a machine learning prediction 

and not medical advice. 

 

 
 

Figure 4. Code Example 

 

4. EXPERIMENT 
 

4.1. Model 
 

Since we are using a simple classifier and all of our training data is from one data source, we 

have not been able to test the accuracy of our model for patients with Parkinson’s with data 

beyond the training dataset.For this experiment, we began with creating fake data, all realistically 

simulated as having Parkinson’s disease. In total, we generated 200 samples of synthetic data. We 

created this data by generating random values for each feature in the original dataset that we used 

to train the model. The random values are based on the mean values of the original data. By 

doing this, we were able to test our models on data beyond our initial training dataset. Using this 

simulated data, we were able to find the accuracy of our different models for a dataset with 

patients that all have Parkinson’s disease.   
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Figure 5. Data Table 

 

From the experiment, we were able to get the accuracy of each model when all patients had 

Parkinson’s in the dataset. The mean of the models’ accuracy was 0.9325 and the median was 

0.93. Our Random Forest Classifier had the highest accuracy of 1.000 while our Support Vector 

Machine had the lowest accuracy of 0.870. The success of the Random Forest Classifier was 

surprising because in the initial tests between models, Random Forest did not have the highest 

overall accuracy. This could suggest that our Random Forest Classifier has high success rates in 

identifying individuals with Parkinson’s disease, however, struggles to accurately identify 

individuals that do not have Parkinson’s disease. Additionally, our Logistic Regression model fell 

below our expectations since it was our highest ranking in overall accuracy during our initial tests. 

Other models may be more successful in classifying purely positive cases or negative cases, 

while Logistic Regression does well in both.   

 

4.2. A Potential Blind Spot 
 

Similarly, since we have not tested the accuracy of the model with outside data, we are unable to 

test the model on external data sources for people both with and without Parkinson’s. For our 

second experiment, we again created a synthetic dataset of 200 samples to simulate a 50/50 split 

of patients with Parkinson’s disease and patients without Parkinson’s disease. When generating 

our data, we utilized an imputer and scaler to create new patient data with the values given based 

on the original dataset. We then ran this data through several different models to test for the 

models’ accuracies when identifying Parkinson’s in a mixed dataset. We used the Python 

Matplotlib library to then graph the models’ results to help visualize the outcomes. 
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Figure 6. Data Table 

 

From our second experiment, we were able to graph the accuracies of the different models when 

they were tasked with classifying a dataset with a 50/50 mix of patients with Parkinson’s disease 

and patients without Parkinson’s disease. Overall, the mean accuracy of 0.806 and median 

accuracy of 0.845 were lower than the mean and median accuracies when the dataset consisted 

purely of patients with Parkinson’s disease. Shockingly, our Random Forest Classifier, which 

was the most accurate model when identifying patients with Parkinson’s, was the poorest 

performing model with the mixed dataset while the previously least accurate model Logistic 

Regression was the highest performing model alongside Support Vector Machine. This could 

suggest that in realistic settings where there is more variance in the data, Logistic Regression is a 

better choice. These experiments also show that our Support Vector Machine is much closer in 

accuracy to our Logistic Regression model than we had initially inferred. 

 

5. METHODOLOGY COMPARISON 
 

Using mPower: Mobile Parkinson Disease Study, an iOS app created by Sage Bionetworks, 

scientists collected samples of ten second voice samples from participants which were then 

processed by a machine learning model to predict if the participant has Parkinson’s Disease [1]. 

Their model utilizes Mel-Frequency Cepstral Coefficients (MFCC) for feature extraction and a 

Support Vector Machine classifier which was able to achieve a 99% diagnosis accuracy. While 

our method used keystroke data, theirs used audio data. However, in the end, in both methods we 

trained machine learning models to use these features to create a prediction for Parkinson’s 

diagnosis. Additionally, since other diseases like multiple system atrophy (MSA) can also cause 

abnormal speech patterns, there is a risk of misdiagnosis [4]. 

 

Much like the previous study, this paper also outlines the use of machine learning for Parkinson’s 

Disease prediction. Since there is currently no objective test for the detection of Parkinson’s 

Disease, machine learning offers an opportunity for early detection through prediction models. 

This team analyzed MRI images from DaTscans and achieved an AUC of 0.996 with Neural 

Networks [8]. Although this method and our method both utilize machine learning, requiring 

MRI images and relying on DaTscans which limit accessibility and relies on stable access to 

healthcare facilities [15]. Our solution, which only requires a keyboard, can be done anywhere, 

granting greater access especially to vulnerable populations like the elderly. 

 



Computer Science & Information Technology (CS & IT)                                              37 

Similar to the last two, this study also utilizes machine learning for Parkinson’s prediction. It 

differs, however, in its method. While the other papers used audio snippets and MRI images, this 

team focused on the increasingly studied relationship between the brain and gut, analyzing gut 

microbiota instead. One of the early symptoms of Parkinson’s is constipation due to a disruption 

in gut health [11]. Braak’s hypothesis theorizes that non-familial forms of Parkinson’s disease 

begin as a pathogen in the gut [7]. Through this method of analysis, they achieved a mean 

accuracy of 0.85 and an AUC of 0.92 [13]. Like the prior study, the main limitation of this 

method is its accessibility. Extracting gut microbiota data can be more invasive than other 

methods and require access to medical facilities. In comparison, our method using keystroke data 

offers a noninvasive alternative. 

 

Through our two experiments, we tested our model for possible errors in predicting Parkinson’s 

disease. For our first experiment, we generated 200 samples of simulated data of all patients that 

are diagnosed with Parkinson’s disease to then allow us to test how well our model performs 

when the sample consists of all positive cases. Shockingly, we found that in this scenario, our 

Random Forest classifier and Gradient Boosting model perform the best which contrasts our 

accuracy score that ranks Logistic Regression as the best. However, in our second experiment, we 

again generated 200 samples. However, this time the samples consisted of a 50/50 split of 

positive and negative cases. When tested with this new mixed data, Logistic Regression and 

Support Vector Machine were more accurate. Our experiments suggests that while certain models 

like Random Forest may be accurate in specific scenarios, Logistic Regression is more balanced 

and reliable when working with mixed data. 

 

6. CONCLUSIONS 
 

Although our project currently offers an accurate, affordable method of early Parkinson’s 

detection, there are several improvements we can implement to better our solution. One limitation 

we ran into was a limited amount of training data. We only had a single dataset resulting in 647 

users. Since we were using an external dataset we could not recreate the experiment to gather 

more data than the amount given. This impacted our machine learning model’s accuracy and 

precision in predicting patients with Parkison’s Disease. With more resources, we could recreate 

the study and gather more data. Another way we can remedy this issue is reaching out to more 

patients with Parkinson’s to increase our amount of data and give us more up to date information 

about Parkinson’s than our current data from 2019. 

 

Our projects demonstrate how keystroke data can provide an alternative, less-invasive, more cost-

effective, and affordable option to Parkinson’s disease detection. While further data needs to be 

collected for our models, our results show potential to help early detection that will benefit 

patients worldwide through convenience and accessibility.  

 

The first method implemented an application that used short audio recordings to predict if the 

user has Parkinson’s disease through a machine learning model. However, for people without 

access to a mobile device, a problem even more common in elderly populations, it may be 

difficult to access this tool. Our project only requires a computer, a device that is more commonly 

accessible in public spaces like libraries.  

 

The second method utilizes MRI images from DaTscans alongside a neural network to perform 

these predictions. While this method has a high accuracy, it is a costly and inaccessible process 

especially for elderly patients that do not have convenient access to healthcare centers. By only 

requiring a keyboard, our project attempts to make this process more accessible.  
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The last method analyzes gut microbiota as an indicator of Parkinson’s. This method, however, 

can be overly invasive and discouraging to elderly patients that do not want to endure intensive 

testing. Our method using keystroke data is noninvasive and makes testing for Parkinson’s a less 

daunting and more convenient task. 

 

This project builds on previous methodologies in sports performance analysis, using computer 

vision and deep learning to provide precise, personalized feedback for basketball shot analysis. 

 

In the first methodology, prior research used computer vision and deep learning to analyze sports 

performance by tracking key body movements. Although effective, this approach struggled with 

real-time analysis and generalization across diverse users. [16] My project advances this by 

incorporating refined feedback based on individual movement patterns, enhancing 

personalization.The second methodology employed pose estimation via convolutional neural 

networks (CNNs) to track athlete movements. However, issues with image quality reduced 

tracking accuracy. My project addresses this limitation by introducing image pre-processing 

techniques, ensuring reliable pose detection even with low-quality inputs. 
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