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ABSTRACT 

 

Recent technologies are being used to facilitate and speed up the way in which printed materials 

are reproduced for people with visual impairment. In this paper, one of the audio playback 

methods will be described. With the help of the Google Assistant SDK and the OCR Space 

Libraries, an automated system is created that forwards the text recognized via webcam, 

through the local web server to the device that plays the text in segments. The goal of this 

system is to facilitate and improve the way in which people with this type of disability read and 

learn. 
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1. INTRODUCTION 
 

The rapid development of information and communication technologies has contributed to the 

introduction of numerous innovations that make it easier for people with disabilities to minimize 

their shortcomings. People with visual impairment are not able to process texts, so they need tools 

that convert such a recording into one that they can process. Audio recording is the most popular.  

Text to speech (TTS) is the oldest speech technology whose beginnings date back to the 18th 

century, when the first "talking machines" appeared. The task of TTS is to generate, based on 

input information in a textual form, a speech signal that is understandable to a human being. In 

the meantime, there has been a dramatic development in that area, largely thanks to the 

development of computer technology in the last few decades. This is a speech technology where 

language dependence is largely expressed, so the speech synthesizer for each new language needs 

to be realized practically from the beginning, and possible adaptations are only possible for 

extremely similar languages. 

 

Speech technologies have achieved a level of development that allows many useful applications. 

One of the applications that no longer raises the question of whether it has matured, is the one that 

is used to help people with disabilities. However, there is only a few such small speaking areas 

for which speech technologies have been developed so much that they can concretely, practically 

and permanently help in realizing the basic human rights of these people.  
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For voice technologies to be widely used to help people with disabilities, it is essential that they 

be made available in their native language. Through this system, we are trying to solve the 

problem of recognizing text through the webcam and its communication with the device that 

plays the text in audio format. As described in, important problems in the system are downloading 

text and connecting to a playback device. [1-4] 

 

During the research on the BeagleBone Black board, a camera that recognizes the text was 

attached and a server was created that sends the recognized content as a response, from the server 

to the device which plays the content. 

 

The purpose of this system is to facilitate and speed up the reading of written literature for people 

with visual impairment. This system uses the Google SDK provided by Google to communicate 

with the server. The paper is organized in the following form: Section 2 describes the hardware 

components used in this paper. Section 3 represents the course of the complete solution; Section 4 

describes an OCR component as one of the major components of this work; while Section 5 gives 

a brief conclusion as well as ideas for further development. 
 

2. COMPONENTS USED IN THE WORK 
 

For implementation of the presented system, due to its advantages, a google home device (Figure 

1) was used, with BeagleBone black development panel (Figure 2), as well as Logitech C170 

webcam (Figure 3). 

 

2.1. GOOGLE HOME 
 

The device is a Google product, and is a part of Google Home products which are applied in 

smart homes. It was named Google Home Mini due to its dimensions. This is a smart speaker that 

uses Google Assistant.  

 

Google Home Mini is not specifically designed to play music and to communicate with devices 

that are used daily in the household. With the Google Assistant SDK, it is possible to control the 

execution of various tasks. One of the functions used in this research is the reproduction of 

forwarded textual content. The device is shown in the picture below (Figure 1). [5-6] 

 

 
 

Figure 1. Google Home Mini  
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2.2. BEAGLEBONE BLACK 
 

BeagleBone Black is a development platform, with a storage space of 4GB. It has a micro HDMI 

port on board, 512MB DDR3L DRAM memory, AM3358 processor on 1GHz and JTAG optional 

interface. It has a large processing power for real-time analysis provided by the TI Sitara ™ 

AM3358 ARM® Cortex ™ -A8 processor. It can also be supplemented with "cape" plug-ins that 

increase its functionality. It has a Linux operating system installed on it. Display of the 

development panel on the image below (Fig. 2).  

 

 
Figure 2. BeagleBone black 

 

2.3. C. LOGITECH C170 
 

We used Logitech C170 webcam because of compatibility with Linux OS. The resolution of the 

images taken is 1024x768. The device is shown in the picture below (Figure 3). 

 

 
 

Figure 3. Web camera Logitech C170 

 

3. DESCRIPTION OF THE SOLUTION 
 

The complete solution consists of several independent components, integrated into one whole. 

Components can be grouped into two abstract entities (Figure 4): 

 

• frontend - composed of Google Home device with its integrated functionalities 

• backend - composed of BeagleBone device and camera 
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Figure 4. System components. Arrows represent the direction of communication between 

 individual devices.  

 

The Google Assistant transfers the command to the BeagleBone device that manages the camera. 

After retrieving the image from the camera, it extracts the text, and as such returns it to the 

Google Home device, for playback. 

 

3.1. FRONTEND PART 
 

The Frontend part of this solution is the Google Assistant with all the features that accompany it. 

The Google Assistant can be found in many forms, such as an application on smartphones 

(Android, iOS), a Google Home device, etc. 

 

Google Assistant represents a connection between the user and the system itself. With Google 

Home Assistant, user can issue commands to the system, and the system can give an audio 

response.  

 

Google Assistant contains an interface for creating custom commands and defining actions that 

will be executed after identifying the specified command [7]. Each command belongs to an agent, 

thus opening the possibility of creating different agents for controlling different parts of smart 

houses. 

 

Implementation of the Frontend component is done in several steps:  

 

• creating a new Agent for Google Assistant devices 

• creating a new command within a pre-created agent 

• teaching the phrases after which the command will be executed 

• defining the way of communication between the Google Home device and the backend 

part 

 

3.2. BACKEND PART 
 

Backend part of the system consists of two hardware components (BeagleBone black, camera), 

and several software components. (NodeJS server, OCR ...). 

 

The complete module runs on the BeagleBone Black board on which the Linux operating system 

is installed. After upgrading the operating system, the BeagleBone board is running Linux Debian 

9.5. The implementation of the Backend logic was carried out in the following steps:  

 

• camera configuration and installation of additional software solutions for working with 

the camera 
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• implementation of the NodeJS server for processing requests received from Google 

Assistant 

• configuring a public address with an SSL protocol and establishing communication with 

Google Assistant 

• implementation of the OCR component for extracting text from the image 
 

4. DESCRIPTION OF THE FRONTEND PART 
 

4.1. CREATING A NEW AGENT FOR GOOGLE ASSISTANT 
 

Creating an agent is done by simply filling in the necessary information such as name, language, 

time zone, etc. (Figure 5) 

 

 
 

Figure 5. Appearance of the Google Assistant development environment/section  

for creating new agents. 

 

Each successfully created agent comes with three pre-trained commands:  

 

• default welcome intent - the command that starts the communication with the defined 

agent (the command has the form: "Hey Google, talk to my “Agent Name”) 

• default fallback intent - is triggered as a response to all commands incomprehensible to 

the system (contains messages such as: “Sorry, I did not get that.”; “Can you rephrase”; 

“I missed that, say that again” ....) 

• default exit intent - a command that terminates communication with an agent (command: 

“Cancel”) 

 

After a successfully created agent, all Google Assistant devices can use previously defined 

commands, and the user has the ability to create / train new commands. 

 

4.2. CREATING A NEW COMMAND WITHIN AN AGENT 
 

Within the agent, in the Intents section, all the commands that the current agent can handle are 

listed, as well as the clearly defined option for creating a new action (New Intent). Each new 

intent requires information such as: Phrases for triggering a command, actions that are taken in 

response to the triggered command. (Figure 6) 
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4.3. CREATING A NEW COMMAND WITHIN AN AGENT 
 

Under the Training phrases section, we enter the phrases that Google Assistant uses to train an 

integrated voice recognition algorithm.  

 

For this command we used phrases such as (Figure 6):  

 

• Please, read this document 

• Read this document 

• Read this 

• Read 

 
 

 
Figure 6. Appearance of the Google Assistant Development Environment / section for creating new 

commands. In the list we see the phrases used to train the intent used in this paper. 

 

4.4. DEFINING THE WAY OF COMMUNICATION BETWEEN GOOGLE HOME DEVICE AND 

THE BACKEND PART 
 

Google home agent can create a webhook after each recognized command. (Figure 7) 
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Figure 7. Appearance of the Google Assistant Development Environment / section for  

defining a web hook for an agent 

 
After successfully defining the URL parameter, after each command recognized by the Google 

Assistant, a post request will be sent to the defined address. Post request as one of the arguments 

sends the parameter defined in the section Actions and parameters (Figure 5). This parameter 

allows the backend page to distinguish between actions. 

 

Previous steps have enabled our system to receive a voice command by the user (trained phrases), 

send information to our backend part of the system (webhook), and wait for a string response 

from the system, which will be automatically played back. 

 

5. DESCRIPTION OF THE BACKEND PART 
 

5.1. CAMERA CONFIGURATION AND INSTALLATION OF ADDITIONAL SOFTWARE 

SOLUTIONS FOR WORKING WITH THE CAMERA 
 

Recent versions of operating systems do not require additional software components that would 

allow the operation of hardware components such as the camera. By upgrading the version of the 

operating system, the camera is automatically recognized as an additional hardware device. The 

only functionality needed to implement this work is image capturing. 

 

There are several software solutions that allow interaction with the camera via the command line. 

For the purposes of this paper we used the fswebcam tool. 

 

fswebcam is one of the most popular tools for using the command line to control the camera. The 

tool contains many options, out of which we only used a few. A complete command used within 

the module, as well as explanations of the options, is shown in Figure 8, the command captures 

the current output of the camera and places the image in the working directory. 

 
fswebcam -r 640x480 -S 10 -F 5 --no-banner imageFile.jpg' 

 
Figure 8. Command for taking pictures with the camera. r defines the resolution of the image; s 

defines the skipping of the first 10 frames in order for the camera to calibrate, or to get the best 

picture quality. f the number of frames from which the image will be calculated. no-banner 

argument that neutralizes the date added over the image (the date would be recognized by the 

OCR module, and this effect is not desired) imageFile arbitrary image name. 
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5.2. IMPLEMENTATION OF THE NODEJS SERVER FOR PROCESSING REQUESTS RECEIVED 

FROM GOOGLE 
 

As one of the basic tasks of NodeJS framework is the creation of a web server, this task was not 

overly complicated. Also, an additional facilitator of communication between server and Google 

Assistant is the opensource action-on-google library designed by the google engineering team. 

The library is designed specifically for the purpose of creating arbitrary components that 

communicate with Google Assistant. 

 

Upon reception of the request, it is necessary for the server to synchronously execute the 

following steps:  

 

• default capturing an image with a camera using fsweb tool 

• OCR processes the received image, and extracts the text from it 

• creates a response in the required format, with string received from the OCR engine. 

 

5.3. CONFIGURING A PUBLIC ADDRESS WITH AN SSL PROTOCOL AND ESTABLISHING 

COMMUNICATION WITH GOOGLE ASSISTANT 
 

As the Google Assistant framework allows communication via webhook only with a public 

address using the SSL certificate, the server implemented in this work had to meet these 

requirements. Therefore, the webhook link had to start with the prefix https.  

To testing, a simple ngrok tool was used. The main task of this tool is to quickly and 

automatically create a random public URL address through which it is possible to communicate 

with the local server. An explanation of how the tool works can be found on the official Internet 

address of the tool. 

 

After this step, an automatically received address is assigned to an application created within the 

Google Assistant IDE, and communication between the server and the Google Assistant device is 

established. 

 

6. OPTICAL CHARACTER RECOGNITION 

 

Tesseract is a free software for recognizing text in the image, available under the Apache2 

license. It represents one of the most popular and most used OCR Engines, which was a good 

enough argument for the purpose of this work.[11] 

 

After installing a free tool, and testing it with images downloaded from the camera, the results 

were extremely defeating. Namely, the software recognized less than 30% of the words and as 

such it was not of great help. After a short survey, it was noticed that the tool contains certain 

restrictions that had to be respected. This is precisely the fact that caused the additional pre-

processing of the input image. 

 

To achieve the most accurate results, the pre-processing of the image is implemented in several 

steps:  

• removing the noise in the image 

• neutralizing image distortion 

• extracting a surface which contains text 

• measuring success 
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6.1. REMOVING NOISE 
 

One of the biggest problems encountered in digital image processing is noise. Noise occurs in 

most processes that involve the transmission or modification of the media. For example, 

converting information on paper to digital form can lead to noise appearance. 

 

The methods of noise reduction in general try to reduce its influence to better apply various 

algorithms. This can be mathematically shaped and appropriate noise reduction methods can be 

implemented. 

 

In the work itself, some classic filtering methods have been applied which involve the use of 

linear (uniform, triangular, Gaussian, Vinner ...) and non-linear filters (median, Kuwahara). Since 

the images of documents distorted by noise are usually subjected to both filtering and 

binarization, in order to separate objects from the background, the paper presents an algorithm 

that does exactly that. 

 

The noise removal is done by a uniform, median and Gaussian filter. The original image was 

shown in Figure 9 and result after filter in Figure 10.[10] 

 

 
 

Fig. 9.  Image with text before noise removal 
 

 
 

Fig. 10.  Image with text after noise removal 

 

6.2. REMOVING IMAGE DISTORTION 
 

As the product of this work has no restrictions on placing the text in the camera's viewport, the 

text in the image captured by the camera may contain a certain distortion. The aim of this section 

is to remove the angle of rotation and enable the extraction of the text from the image. An 

example of a text containing a specific angle of rotation is shown in Figure 11. 

 

 
 

Fig. 11. Image with rotated text 
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The first step in eliminating rotation is the image binarization. Although we predominantly see 

black and white pixels in the picture, we can spot gray pixels in the immediate vicinity of the text. 

The binarization is done by defining the values above which the pixels become black, or below 

which they receive a white color. [12] Binarization of image was shown in Figure 12. 

 

After image binarization, we find a minimal surface that includes black pixels, from which we 

can easily get the angle of rotation. 

 

Image binarization and finding the minimum surface of black pixels represent commonly known 

problems, and the OpenCV library contains functions that greatly facilitate calculations. These 

benefits precisely represented the argument for selecting the programming language in the 

creation. 

 

 
 

Fig. 12. Image example before and after binarization. 

 

The result after removing the angle of rotation is shown in Figure 13. 

 

 
 

Fig. 13.  Image after removing distortion 

 

6.3. EXTRACTING THE TEXT SURFACE 
 

The problem of removing the excessive part of the photo, which does not contain text, certainly 

greatly accelerates the later processing of the image and increases the accuracy. A binarized 

image, and a minimum surface containing the text detected in the previous chapter, is used to 

successfully extract the text. An example after removing the excess surface is shown in Figure 14. 
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Fig. 14.  Image after removing distortion 

 

6.4. MEASURING SUCCESS 
 

After starting the tool that extracts text from pre-processed image, the results are dramatically 

improved. Namely, on the dataset of 300 documents with labeled text, the word recognition 

efficiency is 87%. 

 

7. CONCLUSION 

 

In this paper, example of a system for voice reproduction of printed text is presented. The 

examples show custom device interaction with Google Assistant devices. 

 

Based on research, for better results, it is necessary to train on several samples. Expanding the 

language base would make it easier for people with visual impairment to hear the audio signal 

being played in a language that is closer to their knowledge and needs. An improved system 

would support users in a better understanding of textual content and in enhancing the learning 

process. 
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