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ABSTRACT 
 
Parkinson’s disease is a complex chronic neurodegenerative disorder of the central nervous system. One of 

the common symptoms for the Parkinson’s disease subjects, is vocal performance degradation. Patients 
usually advised to follow personalized rehabilitative treatment sessions with speech experts. Recent 

research trends aim to investigate the potential of using sustained vowel phonations for replicating the 

speech experts’ assessments of Parkinson’s disease subjects’ voices. With the purpose of improving the 

accuracy and efficiency of Parkinson’s disease treatment, this article proposes a two-stage diagnosis 

model to evaluate an LSVT dataset. Firstly, we propose a modified minimum Redundancy-Maximum 

Relevance (mRMR) feature selection approach, based on Cuckoo Search and Tabu Search to reduce the 

features numbers. Secondly, we apply simple random sampling technique to dataset to increase the 

samples of the minority class. Promisingly, the developed approach obtained a classification Accuracy rate 

of 95% with 24 features by 10-fold CV method. 
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1. INTRODUCTION 
 
Parkinson’s disease (PD) is a complex progressive, degenerative universal disorder of the central 

nervous system. PD is the second most common neurodegenerative disorder in elderly. 

According to the World Health Organization (WHO), it was estimated that there are about 7-10 

million PD patients in the world [1]. Two percent of the population above the age of 60 is 
affected by the PD. It ultimately leads to several motor and non-motor manifestations. The cause 

of PD is still unknown and early signs may be mild and unnoticeable, the diagnoses of PD disease 

mainly relies on clinical criteria [2]. Research has shown that approximately 90 percent of PD 
patients face some form of vocal deficiency [3]. 
 

Classification systems play a major role in machine learning and knowledge-based systems. In 

the last 30 years Computer-Aided Diagnosis (CAD) has become one of the vital research topics 
in medical diagnostic tasks. Medical practitioners depend upon the experience beside the existing 

information, whereas, CAD usually apply intelligent machine learning techniques to help 

physicians in making decisions. A number of published articles suggested several strategies to 

process the physician’s interpretation and decisions [4]. During classification process, accuracy  
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of clinically diagnosed cases is particularly important issue to be considered. But due to the 

voluminous and heterogeneous nature of medical data: classification techniques are required to 
make accurate decisions. The size of most medical datasets is normally large-scaled; accordingly, 

this matter effects the complexity of the data mining process [5].Therefore, dimension reduction 

techniques play a major role in excluding irrelevant features from medical datasets [6]. Therefore, 

instead of using all existing features, dimension reduction procedure aims to reduce 
computational complexity with the possible advantages of enhancing the overall classification 

performance and eventually reduce the computational cost. 

 
This article proposes a two-stage feature selection algorithm to assess the PD habitation speech 

treatment based on Tabu and minimum redundancy - maximum relevance (mRMR) search 

techniques. Firstly, we select the first set of features by applying Tabu Search to construct a first 
reductive feature set. Secondly, we apply a modified mRMR feature selection approach, based on 

Cuckoo Search to further reduce the dimension and to discover the important relationship 

between features. Finally, we apply the random sampling technique to handle the imbalanced 

distribution of the medical data. This paper attempts to extend the work of [7] to deal with the 
limited volume of data and improve the accuracy of the prediction event. 

 

The reminder of this article is organized in the following manner; introduction and related 
research are briefly described in sections 1 and 2. Section 3 explains the theoretical approach of 

feature selection methods and the proposed technique. The dataset, evaluation procedure and the 

experimental results are presented in sections 4 and 5. Finally, conclusion is summarized in 
Section 6. 

 

2. RELATED WORK 
 

Several studies have been carried out by numerous researchers on the early diagnosis of PD based 
on machine learning methods [8-20]. Little and his co-researchers conducted an important study 

to detect PD by introducing a new measure of dysphonia [8]. This investigation has presented a 

new dysphonia measure, known as the pitch period entropy. They employed Support Vector 
Machine (SVM) classifier with Gaussian radial basis kernel functions to predict PD and 

performed feature selection to select the optimal subset of features. Their best overall accuracy 

rate was 91.4%. In 2010, Das compare Neural Networks (ANN), DMneural, Regression and 

Decision Tree to predict PD. The results have shown that the ANN classifier approach 
outperformed the other two models with an overall accuracy of 92.9% [9]. Authors in [10] 

introduced a nonlinear model based on Dirichlet mixtures. The experimental results showed that 

the suggested model outperformed the multinomial logit models, decision trees and SVM with an 
overall accuracy of 87.7%. 

 

Sakar and Kursun (2010) selected a minimal subset of dysphonia features according to the 

Maximum Relevance Minimum Redundancy (mRMR) criterion. An accuracy of 92.75% with the 
SVM classifier was obtained [11]. Psorakis et al. (2010) introduced sample selection strategies, 

novel convergence measures and model improvements for multiclass multi-kernel relevance 

vector machines (mRVMs), and finally, the improved mRVMs achieved the classification 
accuracy rate of 89.47% [12]. Researchers in [13] built a classification model based on genetic 

programming and the expectation maximization algorithm to detect PD. According to the 

experimental results the best classification accuracy obtained during the experiments was 93.1%. 
Luukka (2011) suggested a feature selection model based on fuzzy entropy measures together 

with the similarity classifier to predict PD and an additional three medical datasets. The mean 

classification accuracy of predicting PD was 85.03% with only two features from original 22 

features [14]. 
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Authors in [15] achieved an accuracy of 93.47% with a model based on non-linear fuzzy 

transformation method in combination with the principal component analysis together with SVM 

classifier. Ozcift and Gulten (2011) started with reducing feature set with the correlation-based 

feature selection (CFS) algorithm. Then, they applied the classification of the rotation forest 
ensemble classifiers that composed of 30 machine-learning algorithms to achieve an average 

accuracy of 87.13% [16]. For the prediction of PD, AStröm and Koker (2011) proposed 9 parallel 

feed-forward NN structure. The output of each neural network was evaluated using a rule-based 
system to make final decision. Moreover, in the proposed approach unlearned data of each neural 

network during the training process is collected and used in the training set of the next neural 

network. The highest reported classification accuracy was 91.20% [17]. Researchers in [18] 
applied evolutionary-based techniques in combination with the Optimum-Path Forest classifier to 

reduce the number of features before detecting PD. The best classification accuracy of 84.01% 

was reported using Gravitational Search Algorithm technique with eight features. Sriram et al. 

(2015) deployed Sieve multigram data and Survey graph to obtain the statistical analysis on the 
voice data. Then they performed clustering using the KStar and NNge classifiers [19]. Recently, 

with the help of data mining and bioinformatics analysis, several potential therapeutic drugs that 

may be used for prevention and treatment of Parkinson’s disease were discovered [20]. This 
certainly open new perspectives for drugs development using AI techniques. 

 

From this quick review, we can notice that most of the well-known classifiers models from 
machine learning have been utilized to improve the technological assessments of PD. So, 

choosing an excellent classifier is of significant importance to the tackle the PD classification 

problem. Also, we have noticed that much work is needed to tackle the imbalanced nature of 

medical datasets. Therefore, we will study the impact of the data pre-processing strategy that uses 
data sampling after applying several attribute selection techniques, on the classification models 

constructed. Aiming at improving the efficiency and effectiveness of the classification accuracy 

for PD diagnosis with minimum number of features, in this article, a classification system based 
on two-level of feature extraction is introduced. In this work we will focus on choosing the 

appropriate features to describe the feature set based on Random Forest as a base classifier. 

 

3. THE PROPOSED APPROACH 
 
Experts address the rapidly rising number of deaths from PD. New study predicted that by the 

year 2030 there will be around 1.2 million people living with PD in the United States [21]. A 

practically collected LSVT dataset [8] is used in this article to demonstrate the proposed 
procedure. More details on the dataset will be is introduced in the next section. The proposed 

method for the purpose of diagnosis of PD applied in this study is illustrated in Figure 1. The 

main objective of the proposed approach is to explore the performance of PD diagnosis using a 

two-stage hybrid modelling procedure through integrating mRMR with Tabu Search technique. 
Firstly, the proposed method adopts mRMR to construct the discriminative feature space through 

Cuckoo search algorithm, then the Tabu technique is applied to help in improving the 

discrimination ability of classifiers. In the last step the resulted feature space is processed by the 
random resampling technique and ready to be evaluated with different types of activation 

functions to perform the classification. 

 
Eventually, five machine-learning classification methods, which are considered very robust in 

solving non-linear problems, are chosen to estimate the PD possibility. These methods include 

Random Forest (RF), Fuzzy Unordered Rule Induction Algorithm (FURIA), AdaBoost, Rough 

sets and C4.5. In order to evaluate the prediction performance of the suggested model, we used 

six performance metrics, Sensitivity, Specificity, Accuracy, Precision, 𝑓-measure, and MCC, to 

test the classification performance. 
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Figure.1. The proposed methodology 

 

3.1. mRMR feature selection method based on Cuckoo search 
 
The mRMR method helps in extracting crucial features and this can minimize the classification 

error [22]. The mRMR is a heuristic technique approach proposed by Peng et al. to measure the 

relevancy and redundancy of features and determine the informative features [23]. Several 
experimental results denoted that mRMR is an effective method to improve the performance of 

feature selection [24,25]. The mRMR feature selection technique is meant to identify a set of 

crucial features that have maximum relevancy for target classes and minimum redundancy with 

other features in the dataset at the same time. 
 

The basic concept of mRMR method is to use two mutual information MI operations: one 

between classes and each feature in order to measure the relevancy, while the second mutual 

information between every two features to evaluate the redundancy. 𝑆 denotes the selected 

features and Rl measures the relevancy of a group of selected features 𝑆 that can be defined as 

follows 

 

𝑅𝑙 =
1

|𝑆|
∑ 𝐼(𝐺𝑥 , 𝐶)𝐺𝑥∈𝑆     1 

 

 

where 𝐼(𝐺𝑥,𝐶) denoted the value of mutual information between an individual feature 𝐺𝑥 that 

belongs to 𝑆 and the target class 𝐶. When the selected features have the maximum relevance Rl 

value, it is possible to have high redundancy between these features. Hence, the redundancy Rd 

of a group of selected features 𝑆 is defined as 

 

𝑅𝑑 =
1

|𝑆|2
∑ 𝐼(𝐺𝑥 , 𝐺𝑦)𝐺𝑥 ,𝐺𝑦∈𝑆         2 

 

Where |S| is the number of feature in S and I(𝐺𝑥 ,𝐺𝑦) is the mutual information between the 𝑥th 

and 𝑦th features that measures the mutual dependency of these two features. 
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The main purpose of applying the mRMR feature selection method is to find a subset of features 

from 𝑆 with 𝑚 features, {𝑥𝑖}, that either jointly have the largest dependency on the target class C 

or have the minimal redundancy on the selected features subset 𝑆. Thus, Peng et al. [23] 

recommend searching for balanced solutions through the composite objective. This criterion 

combines the two criteria, which are maximal relevance criterion and minimal redundancy 

criterion, as follows 
 

max (Rl, Rd) = Rl – Rd            3 

 
Our goal is to increase the prediction accuracy and reduce the number of selected features. 

Thereafter, features are selected one by one by applying Cuckoo search to maximize the objective 

function, which is a function of relevance and redundancy. Hence, we applied the mRMR method 
to filter irrelevant and noisy features and eventually reduces the computational load. 

 

3.2. Tabu Search 
 

Tabu Search is a memory-based metaheuristic algorithm proposed by Glover in 1986 to solve 

combinatorial optimization problems [26,27]. Since then, Tabu Search has been successfully 
applied in other feature selection problems [28]. This search technique is a local neighborhood 

search algorithm that simulates the optimal characteristics of human memory functions. Tabu 

Search involves a local search combined with a tabu mechanism. It starts with an initial feasible 

solution X’ among the neighborhood solutions, where  is the set of feasible solutions, and at 

each iteration, the algorithm searches the neighborhood of the best solution N(X) to obtain a 

new one with an improved functional value. A solution X’  N(X) can be reached from X in 

two cases, X’ is not included in the tabu list; and X’ is included in the tabu list, but it satisfies the 

aspiration criterion [29]. Surely, if the new solution 𝑋’ is superior to 𝑋best, the value of 𝑋best is 
overridden. To avoid cycling, solutions that were previously visited are declared forbidden or 

tabu for a certain number of iterations and this surely improve the performance of the local 

search. Then, the neighborhood search is resumed based on the new feasible solution 𝑋’. This 

whole procedure is iteratively executed until the stopping criteria is met. After the iterative 

process has terminated, the current best solution so far 𝑋best is considered the final optimal 

solution provided by the Tabu Search method [30]. 

 
 

Begin 

Start with an initial feasible solution X 

Initialize tabu list and aspiration level 

For fixed number of iterations Do 

Generate neighbour solutions 

Find best 𝑋best 

If move from X to X’ is not in tabu list Then 

Accept move and update solution 

Update tabu list and aspiration level 

Increment iteration number 

Else 

If Cost(X’)< aspiration level 

Accept move and update best solution 

Update tabu list and aspiration level 

Increment iteration number 

End If 

End If 

End For 

End 

 
Pseudocode 1: Pseudocode of of Tabu Search (TS) (Sait and Youssef, 1999[31]). 
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3.3. Simple Random Sampling 
 

Class imbalance problems occurs when one class is represented by a significantly larger number 

of instances than other classes. Consequently, classification algorithms tend to ignore the 
minority classes. Simple random sampling has been recommended as a method to increase the 

sensitivity of the classification algorithm to the minority class by scaling the class distribution 

[32,33]. Changing the class distribution can be conducted via different resampling strategies. 

However, the simple random sampling technique has gained extra attention. The advantage of a 
such technique is that it is external and therefore, easily transportable as well as very simple to 

implement [34]. Moreover, over-sampling the minority class data avoids unnecessary information 

loss [35]. 
 

Weiss and Provost conducted an empirical study where the authors used twenty datasets from 

UCI repository has showed quantitatively that classifier accuracy might be increased with a 
progressive sampling algorithm [32]. They used decision trees to evaluate classification 

performances with the use of a sampling strategy. Another important study used simple random 

sampling to scale the class distribution of biomedical datasets [33]. The authors measure the 

effect of the suggested sampling strategy by the use of nearest neighbour and decision tree 
classifiers. In simple random sampling, a sample is randomly selected from the population so that 

the obtained sample is representative of the population. Therefore, this technique provides an 

unbiased sample from the original data. 
 

Regarding simple random sampling there are two approaches while making random selection, in 

the first approach the samples are selected with replacement where the sample can be selected 
more than once repeatedly with an equal selection chance. In the other approach the selection of 

samples is done without replacement where the sample can be selected only once, so that each 

sample in the dataset has an equal chance of being selected and once selected it cannot be chosen 

again [36]. 
 

4. DATASET AND EVALUATION PROCEDURE 
 

4.1. LSVT Dataset 
 

Tracking the early Parkinson's disease symptom progression using the speech disorders has 

shown a great sign in the advancement of Parkinson Disease detection. About 90% of people with 

Parkinson’s disease present some kind of vocal deterioration. In this article, we use the dataset 
originally collected by Tsanas et al. [7] to analyze the impact of LSVT (Lee Silverman Voice 

Treatment) in the voice rehabilitation of 14 patients with PD. LSVT is an intensive speech 

therapy program designed to improve respiratory, laryngeal, and articulatory functions during 
speech in patients with Parkinson's disease [37]. Tsanas et al. measured 309 dysphonia features to 

evaluate whether a sustained phonation is “acceptable” or “unacceptable” according to the 

clinical criteria of six experts. Among the 126 phonations, 42 is labeled as “acceptable” while the 

remaining 84 is labeled as “unacceptable”. The authors reported a classification score of 90% 
considering a voting scheme. RF and SVM. 
 

Table 1 describes the class distribution, which clearly shows that the dataset is imbalanced. Out 

of 84phonations, 66.67% classified as unacceptable. A common problem with the imbalanced 
data is that the minority class contributes very little to the standard algorithm accuracy. 
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Table 1.Class distribution of the LSVT dataset 

 

Index Class name Class size Class distribution 

(%) 
1 acceptable 42 33.33 

2 unacceptable 84 66.67 

 
 

4.2. Performance Analysis 
 
When learning of imbalanced data, the measures such as Accuracy and Error Rate usually favors 

the majority class [38]. By using the 10-fold cross validation procedure, the accuracy of the 

selected classifiers was calculated using sensitivity, specificity, accuracy, precision, 𝑓-measure 
and MCC which are more appropriate measures for imbalanced datasets [39]. The main 

formulations are defined in Equations 4-10, according to the confusion matrix, which is shown in 

Table 2. In the confusion matrix of a two-class problem, TP is the number of true positives that 

represent in our case the cases with Parkinson’s disease that was classified correctly. FN is the 
number of false negatives that represents the cases with Parkinson’s disease that was classified 

incorrectly as healthy. TN is the number of true negatives, which represents the healthy cases that 

was classified as healthy. FP is the number of false positives that represents the healthy cases that 
was classified as Parkinson’s disease cases. 

 
Table 2. The confusion matrix 

 

Hypothesis Predicted patient state 
Classified case with 
Parkinson’s disease  

Classified healthy case 

Hypothesis positive 

Parkinson’s disease case 

True Positive 
TP 

False Negative 
FN 

Hypothesis negative Healthy 

case 

False Positive 
FP 

True Negative 
TN 

 

The ROC (Receiver Operating Characteristic) curve is a graphical representation of the 
sensitivity versus the specificity index for a classifier varying the discrimination threshold value.  

The ROC curve is a standard tool for summarizing classifier performance over a range of trade-

offs between TP and FP error rates [40]. ROC usually takes values between 0.5 for random 

drawing and 1.0 for perfect classifier performance. 
 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
        4 

 

The 𝑓-measure is therefore used as it measures the harmonic mean of the classifier’s precision 
and Recall as 

𝑓-measure =2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        5 

 

Accordingly, we can define Precision and Recall as 
 

Precision=
𝑇𝑁

𝐹𝑃+𝑇𝑁
         6 

 

Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
          7 
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Considering class-imbalanced datasets, the Matthews Correlation Coefficient (MCC) is an 
appropriate measure that considered balanced. It can be used even if the classes are of very 

different in sizes, as it is a correlation coefficient between the observed and predicted 

classification decisions. The MCC measure falls within the range of [−1,1]. The larger the MCC 

coefficient indicates better classifier prediction. The MCC measure can be calculated directly 
from the confusion matrix using the following formula 

 

MCC=
𝑇𝑃.𝑇𝑁−𝐹𝑁.𝐹𝑃

√(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)
       8 

 

Sensitivity and specificity measures can be also used to improve interpretability as follows 
 

Sensitivity=
𝑇𝑃

𝑇𝑃+𝐹𝑁
         9 

 

Specificity=
𝑇𝑁

𝑇𝑁+𝐹𝑃
         10 

 

5. RESULTS AND DISCUSSION 
 
One of the interesting aspects in biomedical data mining is to build computational models with 

abilities to extract hidden knowledge using data mining schemes. The number of trees for RF 

algorithm and decision trees for Adaboost was arbitrarily set to 100, since it has been shown that 
the optimal number of trees is usually 64–128, while further increasing the number of trees does 

not necessarily improve the model’s performance [41]. The MINNO (minimum total weight of 

the instances in a rule) of the FURIA algorithm has been set to 2.0. The performance results are 

the average after 10 runs of 10 folds-validation on each classifier to obtain its prediction 
measures. The suggested model for the purpose of evaluating LSVT data applied in this study is 

carried out in two major phases. In order to verify the effectiveness of the proposed model, firstly 

we compare with the performance of the selected classifier on the original feature space. Table 3, 
shows the classification results on the original feature space. It can be observed that the 

classification Accuracy fluctuates between 75% and 84% with the whole feature set. RF has 

achieved the results of 94%, 64.3%, 84%, 88.8% and 66.8% in terms of Sensitivity, Specificity, 

Precision, 𝑓-measure and MCC. 
 

Table 3. Performance measures on the original features of LSVT dataset 

 

Classifier Sensitivi

ty 

Specifici

ty 

Accurac

y 

Precision f-

measure 

MCC 

RF 0.940 0.643 0.841 0.840 0.888 0.668 

FURIA 0.940 0.619 0.833 0.832 0.883 0.651 

RoughSet 0.917 0.714 0.849 0.865 0.890 0.672 

AdaBoost  0.833 0.595 0.754 0.805 0.819 0.445 

C4.5 0.845 0.571 0.754 0.798 0.821 0.444 

 
 

 

 

 

 

 

 
 

 

 














