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ABSTRACT

The history of Artificial Intelligence and Machine Learning dates back to 1950’s. In recent years, there has been an increase in popularity for applications that implement AI and ML technology. As with traditional development, software testing is a critical component of an efficient AI/ML application. However, the approach to development methodology used in AI/ML varies significantly from traditional development. Owing to these variations, numerous software testing challenges occur. This paper aims to recognize and to explain some of the biggest challenges that software testers face in dealing with AI/ML applications. For future research, this study has key implications. Each of the challenges outlined in this paper is ideal for further investigation and has great potential to shed light on the way to more productive software testing strategies and methodologies that can be applied to AI/ML applications.
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1. INTRODUCTION

1.1. Overview of Artificial Intelligence and Machine Learning.

Artificial Intelligence (AI), a widely recognized branch of Computer Science, refers to any smart machine that exhibits human like intelligence. By learning to emulate the perception, logical and rational thought, and decision-making capabilities of human intelligence, AI helps machines to imitate intelligent human behavior. AI has significantly increased efficiencies in multiple fields in recent years and is gaining popularity in the use of computers to decipher otherwise unresolvable problems and exceed the efficiency of existing computer systems. [2]. In [3], Derek Partridge shows various major classes of the association between artificial intelligence (AI) and software engineering (SE). These areas of communication are software support environments; AI tools and techniques in standard software; and the use of standard software technology in AI systems. Mark Kandel and Bunke, H, in [7], have attempted to correlate AI and software engineering at certain levels and addressed whether or not AI can be directly applied to SE problems, and whether or not SE Processes are capable of taking advantage of AI techniques.

1.2. How AI Impacts Software Testing

Research demonstrates that software testing utilizes enterprise resources and adds no functionality to the application. When regression testing discloses a new error introduced by a revision code, new regression cycle begins. Many software applications often require engineers to write testing scripts, and their skills must be equal to the developers who develop the original
In order to improve the quality of AI products and to reduce costs, automated testing engineers must continually focus on AI ability, performance, and speed. New applications progressively provide AI functionality, sparing the human testers the challenge to comprehensively evaluate the entire product. Logically, AI would be increasingly needed to certify intelligence-containing systems, in part because the spectrum of possibilities for input and output possibilities is so wide. The aim of this paper is to discuss the issues and challenges that AI methods are facing in the field of software testing. Different AI techniques, such as classification and clustering algorithms, are currently focused primarily on monotonous data to train models to predict precise results [10]. In the case of automated software testing procedures, standard machine learning (ML) and more specifically deep learning methods like neural networks, support vector machines (SVM), reinforcement learning techniques, and decision networks can be trained with input data, combined with the respective output of the application under test.

2. ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING

2.1. Types of Machine Learning Algorithms

Based on their function, Machine Learning Algorithms have been divided into various categories. The following are the key groups: [20]

- Supervised learning – ML tries to model relationships and dependencies between the target prediction output and the input features. Input data is called training data and has a known label or result. Algorithms include - Nearest Neighbor, Naive Bayes, Decision Trees, Linear Regression, Support Vector Machines (SVM), Neural Networks.
- Unsupervised Learning - Input data are not labeled and do not have a known result. Mainly used in pattern detection and descriptive modeling. Algorithms includes - k-means clustering and association rules.
- Semi-supervised Learning - In the previous two types, either there are no labels for all the observations in the dataset or labels are present for all the observations. Semi-supervised learning falls in between the two. Input data is a mixture of labeled and unlabeled.
- Reinforcement Learning - It allows machines and software agents to automatically determine the ideal behavior within a specific context, to maximize its performance. Algorithms include Q-Learning, Temporal Difference (TD), and Deep Adversarial Networks.

2.2. Role of AI in Software Testing

The application of methods and techniques of artificial intelligence in software engineering and testing is a progressive research field that has been documented in several completed works. Varieties of AI tools are used to generate test data, research data suitability, optimization and analysis of the coverage and test management. In [8], Annealing Genetic Algorithm (AGA) and Restricted Genetic Algorithm (RGA), the two modified versions of Genetic Algorithm (GA) have been used for testing. ACO can be used for model-based test data generation and groups of ants can effectively explore the graph and generate optimal test data to achieve the test coverage requirement [9]. Test sequence generation has been used for state-based software testing [9]. Many other AI based techniques and methodologies have been used for software testing purposes. Requirements-based testing based on particle swarm optimization (PSO), partition testing also based on PSO, using PSO and GA in the context of evolutionary and structural...
testing, test case minimization using an artificial neural network (ANN), test case minimization using a data mining info-fuzzy network, building a Bayesian network (BN) model to predict software fault content and fault proneness, use of artificial neural networks (ANN) and info-fuzzy networks (IFN) for test case selection and automated test oracle development, using a neural network for pruning a test cases, software test data generation using ACO and automatic partial order planner for test case generation are just a few of the available literature in this respect.

2.3. Role of AI in Test Case Generation

There has been an increasing interest in the use of AI for application testing and some research has been done on how to manage application testing with the help of AI. The various forms of this technique can be found in a simple query to the ACM library on this subject. Some of these techniques include methods for generating a model-based application, model-based tests, and automating the generation of test cases to make it possible to regenerate the tests each time the application changes and to build automated oracles that model the behavior of the user interface. There have also been cases of generating tests based on artificial intelligence (AI) planning techniques and genetic modeling. It would appear that the implementation of genetic algorithms is an interesting way of approaching the automation of test case improvement [21]. In [22] Intelligent Search Agent (ISA) for optimal test sequence generation, and, Intelligent Test Case Optimization Agent (ITOA) for optimal test case generation were used. Memon [24] has several papers about automatically generating test cases from the GUI using an AI Planner. Similarly in [23], a genetic algorithm is used to evolve new test cases to increase the coverage of test suite coverage while avoiding unworkable sequences.

3. ISSUES AND CHALLENGES OF AI

Owing to the lack of technical expertise and research work results, AI software testing has different challenges. Below, the challenges have been summarized:

3.1. Identifying Test Data

In the field of AI, the model must be trained and tested before being deployed into the real environment. Instead of a software-testing expert, model training and testing is typically carried out by a data scientist or engineer. To conduct model testing, however, a logical or structural understanding of the model is not necessary. Model testing is like the testing conducted at the unit or component level. It is necessary for a tester to understand how data in the model evaluation process has been obtained or defined and used. For example, if production data has been gathered as training data, has this been done at a certain time of day? Is this representative of average use? Is the data set too broad or too narrow? If the sampling is conducted poorly, or if the training data is not representative, the real-world findings will be wrong [15]. How do we use an organized method to prepare quality training datasets and coverage-oriented test datasets for AI-based functional features in learning-based AI for today’s AI systems?

As per [14], Uncertainty in system outputs, responses, or actions has been identified or experienced with AI based mobile apps for the same input test data when context conditions are changed. Similarly, when the training data sets and/or test data sets were amended, accuracy problems were encountered. Moreover, to achieve certain accurate AI model coverage, white-box testing for AI software must pay attention to design training and test data.

In conventional system function testing, we validate whether a system function performs correctly by generating functional test cases based on the specified function requirements in
terms of inputs and predicted outputs. In AI software testing, we find that the function correctness is highly reliant on the selection & training of the AI model and the provision of training data sets. For a particular training data set, different AI models typically provide different quality outcomes. For the same AI model, different training and test data sets may generate different outcomes and lead to different correctness. For AI software engineers, this offers a new challenge for quality testing and assurance. Many AI functions, for instance, are designed to accept multiple rich media inputs (text, image, audio, or video events) and produce multiple results in terms of rich media and events/actions. This adds more complexity to the planning of test cases and the generation of test data.

According to [16], Researchers have built a deep learning system to identify gender in images across a variety of human faces, here the challenging aspect leads to adjusting or analyzing images to perform more accurately; and the critical role of the data used to train them in making to perform more (or less) effectively. More than 2,000 unique models were trained and tested based on a common deep learning architecture, and a great deal of variation was discovered in the process in the ability of these models to accurately identify gender in adverse image sets.

The models that were trained using more diverse sets of images (which include the demographic composition and quality and types of images used in each set) were better at identifying gender in a similarly diverse group of photos than models that were trained on data that are more limited. The model that had been trained on images taken from all seven of the individual collections had the best performance. It accurately identified the correct gender for 87% of the training data images, while the models trained using only one of the individual data collections achieved accuracies between 74% and 82%.

**Training a machine learning system to identify men and women in digital images**

*The Challenges of Using Machine Learning to Identify Gender in Images*
At a broader level, these models appeared to have more difficulty identifying women: Six of the eight (including the model that was built using the most diverse training data possible) were more accurate at identifying men than women. But two of the models were considerably more accurate at identifying women than men and as with their overall accuracy, it is not entirely obvious or predictable why certain models would be better at identifying men than women, or vice versa.

In view of these outcomes, AI models can be inconsistent in identifying accurate results.

### 3.2. Algorithmic Uncertainty

Uncertainty is a challenge in any kind of software testing. Uncertainty emerges from a non-complete specification or from requirements that are not fully understood. Algorithmic instability is of particular importance in AI applications [1]. This is due to the randomness inherent in the algorithms used in the development of AI. A software engineer designing an AI application does not code to a well-defined algorithm. Instead, the developer is working to train a model with a set of test data. There must be a starting point for neurons and weights in that model. While the developer chooses the number of neurons and the beginning weights; there is no magic formula to determine the correct starting point. The choices made to initialize the model can have a significant impact on how the model evolves during training. The randomness of the resulting algorithm makes many it very challenging for traditional testing strategies. White box test coverage measures become impossible to calculate.

### 3.3. Lack of Good Measures of Effectiveness

Black-box testing conducts the functionality testing of an application without knowing the structure of implementation. Based on the requirement specifications, test suites for black-box testing are generated. For AI models, applying black box testing will mean testing the model without knowing the features or algorithm used to create the model. The challenge here is to identify the test oracle, which could verify the test output against the expected values in advance [13]. In the case of AI models, there are no expected values in advance. Because of the prediction form of the models, it is not easy to compare or verify the prediction against expected value. During the model development phase, data scientists test the model performance by comparing the predicted values with the actual values. This is not the case with testing the model, where the expected values are unknown for any given input. To assess the effectiveness of the Black box testing on AI models from a quality assurance perspective, we have to find the techniques to test or perform quality control checks. While there are some suggested techniques such as Model Performance Testing, Metamorphic Testing, Testing with various data slices, etc., these seem to be inadequate in the AI environment to evaluate the efficacy of a model.
3.4. Lack of a Testable Specification

Intuitively, black box testing techniques should be the most straightforward way to test an AI application because they avoid the intricate inner workings of AI algorithms. One of the most popular black box testing techniques is testing against a requirements specification. However, AI applications present challenges even when testing to a specification. There is a fundamental conflict with the very notion of AI requirements. AI applications are intended to produce generalized behavior, while a requirement is intended to document specific behavior. An AI requirement specification by its nature is then attempting to specify general behavior. Validation of an AI application involves testing the quality of the algorithm's prediction or performance [11]. Measuring the prediction quality in a testable way is very challenging.

In [1], we see examples of typical AI requirements that illustrate the testing challenge. We may have an application designed to carry out facial recognition. The requirement is to recognize a person from a picture. It is one thing to be able to train the model with a collection of photos of a person from one photo shoot with the person in slightly different poses and then to test it on a different set of photos from the same photo shoot. However, this limited capability would certainly not be good enough. There are several more variants that can be required to be handled by the application. What if we add makeup or change the color or length of the hair? What about aging, weight loss, or weight gain? It would not be possible to train the model on every variation. What does good enough really look like?

3.5. Splitting Data Into Training and Testing Sets

Typically, a data scientist will use a framework for automatically splitting the available data into mutually exclusive training and testing datasets. According to [15] one popular framework used to do this is SciKit-Learn, which allows developers to split off the required size of dataset by random selection. When assessing or retraining different models, it is important to override the random seed used to split the data. The results would not be consistent, comparable, or reproducible if this is not done precisely. Typically 70 percent - 80 percent of the knowledge is used for model training, with the remainder reserved for model evaluation. There are numerous specialized methods available to ensure that the splitting of training and testing data has been carried out in a representative manner. It should be calculated in terms of data rather than lines of code when considering the coverage of model testing.

An important point for consideration is the design of regression testing activities. In traditional software development, unless very significant changes are made, the risk of functional regression is typically low. In the case of AI almost any change to the algorithm, model parameters, or training data usually needs the model to be rebuilt from scratch, and the risk of regression for previously tested functionality is very high. This is because rather than a small percentage of change in the model based on the required modifications, 100% of the model could potentially change. In summary:

- The way the initial data was obtained is important to understand whether it is representative.
- It is important that the training data is not used to test the model otherwise testing will only appear to pass.
- The data split for training and testing may need to be made reproducible.

Improper splitting of datasets into training, validation, and testing sets can result in overfitting and underperformance in production.
For instance, if a trained model expects a certain input feature, but if that feature isn't passed to the model at inference time, the model will simply fail to render a prediction. Other times however, the model will fail quietly. Data leakage is one of the most important issues for a data scientist to understand. If you don't know how to prevent it, the leakage will come up often, and it will ruin your models in the most subtle and dangerous ways. In particular, leakage causes a model to look precise before you start making decisions with the model, and then the model becomes very imprecise.

### 3.6. Incomprehensibility

As alluded to in section B above, white box testing techniques are particularly challenging in AI applications. One of the biggest drivers is the concept of incomprehensibility. A neural network by its nature is very difficult to understand logically [1]. This makes many traditional methods of measuring code coverage such as branch or decision coverage next to impossible to compute. Identification of strategies to approximate an equivalent coverage metric for AI applications is an area ripe for further research.

The way a developer creates a neural network varies greatly from traditional software development. In traditional software development, the coder must develop and implement an algorithm for solving a problem. To be able to generate the code correctly in traditional software development, the developer has to understand every detail and every case. This is not the case in neural net development. The goal is to be able to train a model from a collection of test data in order to generalize. Instead of designing a specific algorithm, the coder decides on a number of levels and how many neurons to be included in each level of the neural net. The neural net is then trained on a set of test data. Theoretically, the neural net could be transformed to a complex decision tree of if statements [12]. While a human can be able to read one of the if statements, that does not imply that they could fully comprehend the larger system of if statements in the decision tree. Consider a neural net trained to recognize dogs from pictures. Pictures of several different types of dogs as well as pictures of other types of animals which are not dogs must be included in the training data. After training, you might test the neural net with a series of pictures that were not part of the training data. You might as well begin with a picture of a fish, then a husky, then a wolf, then a poodle. How the net will identify the fish as not a dog and the husky as a dog is not too difficult to grasp. It should then also consider the poodle as a dog, however, and the wolf as not a dog. A wolf looks like a husky a lot more than a poodle does. How would you describe in detail how to recognize the poodle as a dog and the wolf as not a dog? This is only a simplistic instance of where incomprehensibility begins to creep in. There are many more tricky cases.

### 3.7. AI in Cybersecurity

In today's world, cyber security is the greatest problem. Though cyber security awareness has increased, significant sums of money are being spent and attempts are being made to tackle cybercrimes. Even though several frameworks, software applications, and appropriate steps are taken, cyber risks still emerge from possible malicious actions for different reasons. Organizations, businesses, and researchers are heading towards cybersecurity with Artificial Intelligence to solve cyber problems or challenges. The framework, “Intelligent Cyber Police agents for Early Warnings in an integrated security approach”, is introduced in [17] using Artificial and Deep Neural Networks to prevent attacks along with Expert systems to support reaction and response measures within an integrated security approach, as seen in the figures below.
Despite advantages of the aforementioned proposal to use AI in the cybersecurity domain, the following are the issues and risks of using AI.

1. Data privacy is a major challenge for big data. The analysis of huge volumes of data may cause organizations to be concerned about the privacy of their personal data, and some are even reluctant to share their data. Given that AI methodologies are designed to learn and provide predictive analysis, organizations are concerned about the transparency of their personal data [18].

2. While there are different legal concerns regarding AI, the loss of human control over the consequences of AI’s autonomy is the main concern. Due to the unique and unforeseeable nature of AI, existing legal frameworks do not necessarily apply [19].

3. While the adaptation of AI algorithms to cybersecurity has made great strides, they are not yet fully autonomous or can completely replace human decisions. Tasks that need human intervention are still there.

The most common use cases for AI in cybersecurity are listed below, where some evidence of real-world business use has been found:

- AI for Network Threat Identification
- AI Email Monitoring
- AI-based Antivirus Software
- AI-based User Behavior Modeling
- AI for Fighting AI Threats

AI-use can still be defined as nascent in cybersecurity systems. Businesses need to ensure that their systems are trained with feedback from cybersecurity experts, which would make the softwares stronger than conventional cybersecurity systems to detect real cyber threats with much greater precision.

Another challenge for companies using purely AI-based cybersecurity detection methods is to reduce the number of false-positive detections. If the program knows what has been tagged as false positive results, this could theoretically become easier to do. The algorithms will flag
statistically significant deviations as anomalies once a baseline of behavior has been constructed and warn security analysts that further investigation is needed.

3.8. Adaptive Behavior

Adaptive behavior is yet another challenge in the testing of AI applications. A primary goal in the development of AI applications is to collect a robust set of clean data from the real work and to use that data to train a model that is generalized to fit that data. This makes the performance of the application dependent on future data matching the historic data on which the model was trained. In many real-world scenarios, the final data population is dynamic [5]. Think of seasonal shopping patterns or disease rates. These shifts in the data cannot be tested if they did not exist in the training data. At best, the historic data can be divided into a training and testing set where the training data set is used to train the model and the testing set is used to test model loss. These tests can show that the model has been generalized and works well with the data available during implementation, but what would be the result when a shift is seen in future real-world data.

It is actually very common for AI techniques to be utilized in scenarios where the target environment is expected to be dynamic [1]. Voice recognition, for instance, is a popular field for AI implementation. Suppose a model was trained using voice samples of native speakers of English from across the United States. Despite regional variations within the US, this application can be trained to run very well. Now, for people who speak English as a second language, imagine beginning to use the same application. Less promising outcomes will possibly begin to be seen in the output of the application. The dynamism of the target environment then allows the AI model to be recalibrated from time to time to account for changes in the new data. Detecting the ideal time to recalibrate the model and even automating the recalibration is an area ripe for further research.

3.9. Communication Failure in Middleware Systems/API Resulting in Disconnected Data Communication and Visualization.

In order to concentrate on the accuracy and completeness of data flows, system integration testing is very important, since much of the software development effort typically takes place in data extraction, normalization, cleaning, and transformation [15]. Any data errors can cause important and complex failures in the quality of the system. For example:

- An error in the transformation logic for birth dates could lead to a large error rate in an algorithm that relies heavily on predictions based on the age of someone.
- A failure to send the correct outcome to the actuators can contribute to system behavior that does not support its goals.

To ensure that all inputs to the algorithm, including from all sensors in the AI environment, have been checked is a challenging job for integration testers. Also intricate is verifying if the number of inputs or records loaded into the device often match the anticipated outcome, ensuring that data enters the system without data loss or truncation, and that after transformation, the data features fulfill expectations.

3.10. Overfitting the model

In AI applications, overfitting is a classic research problem. The fuel required for any AI system is a robust collection of good data. One of the first steps is to divide the data into a data set of
training data that will be used to train the model and a data set of testing that will be withheld from training and used to evaluate the AI model instead. When the model knows the training data too well, overfitting occurs. The model begins to understand the noise in the training data and a large difference between the error rate in the training data and the error rate in the test data is observed [4]. The goal when training the model with testing data is for the model to generalize. Often simpler is better. Consider an AI application as an example whose purpose is to predict the existence or absence of a specific disease. In the data for the training of this model, there may be several different variables to consider, but we will use 2 dimensions for simplicity in visualizing. Here, x indicates the presence of the disease and the absence of the disease will be expressed by y.

Figure 1 – Generalized model

Figure 1 shows a simple model that is generalized based on the test data. Note that the model is not perfect. The red x and the red 0 represent model loss on the test data. This is acceptable and is to be expected. The only way to account for the two misses would be to complicate the model curve which would result in overfitting.

Figure 2 shows what an overfit model might look like. The equation of the curve is much more complex and now perfectly fits the training data. The issue arises when we start to introduce test data that the model has not yet seen. The two blue question marks represent instances of test data. The model in Figure 2 will predict the top question mark as diseased and the bottom question mark as no disease while the more general model from figure 1 will predict the opposite. Either model could be correct, but it is more likely that the model in Figure 1 will be correct.

Figure 2 – Overfit model
At first glance, the best approach to building the model may seem to be to reduce losses in training data. However, overfitting results and the model performance on new data degrades. The best model will have an error rate on the training data that is very close to the error rate on the test data.

A common technique to help avoid overfitting is to subdivide the set of training data into multiple subsets called folds. The model is then trained multiple times, once on each fold of training data. This approach provides the model with an opportunity to compare the results from each fold of training data to see what works best and strengthen the generalization of the model. Providing the model with the opportunity to learn from multiple different combinations of data decreases the chances of overfitting [6].

4. RELATED WORK

There has been little research done in terms of software testing in AI. In [14] key challenges of AI software quality validations have been summarized, which include how to define quality assurance standard systems and develop adequate quality test coverage [11], how to connect quality assurance requirements and testing coverage criteria for AI systems based on big data, and how to use systematic methods to develop quality test models. [15] Presents several new challenges that AI systems are facing in predicting system behavior like determining the exact pre-conditions and inputs to obtain an expected result, define expected results and verify the accuracy of test outputs, and measure the test coverage. Also [15] interprets the various challenges in test generation on the code, unit, module, or component levels, and , generating tests from code makes it very challenging for AI to understand the state of the software and its data and necessary dependencies. Parameters may be complex and goals as well as output optimizations may be unclear. The challenges that the model has in adjusting itself in performing more accurately in recognizing gender images [16] has been described clearly. [1] Focused on the issues faced in terms of testing facial recognition in AI systems. Data privacy is another major challenge in AI methodologies because of predictive analysis. Organizations are concerned about the transparency of their personal data [18]. Overfitting is another challenge that AI models are facing today [4] due to the gap in the training data and test data selection. [15] defines the issues with the AI system integration testing in terms of transforming, cleaning, extraction, and normalization of data.

5. CONCLUSION

In AI/ML applications, software testing is just as critical as it is in any other software development form. Due to the nature of how AI systems work and are built, there are many difficulties that software testers face with AI applications. Such issues range from conventional methodologies for white box and black box testing to problems that are very special to AI systems, such as overfitting and proper splitting of data into training and test data sets. In the efficient testing of AI/ML applications, this paper has enumerated and provided an overview of ten challenges For future studies, each of these challenges is ideal for seeking solutions that alleviate the problem and illuminate the path to more efficient software testing methods and methodologies that can be applied to AI/ML applications.
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