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ABSTRACT

Sales forecasting became crucial for industries in past decades with rapid globalization, widespread adoption of information technology towards e-business, understanding market fluctuations, meeting business plans, and avoiding loss of sales. This research precisely predicts the automotive industry sales using a bag of multiple machine learning and time series algorithms coupled with historical sales and auxiliary features. Three-year historical sales data (from 2017 till 2020) were used for the model building or training, and one-year (2020-2021) predictions were computed for 900 unique SKU’s (stock-keeping units). In the present study, the SKU is a combination of sales office, core business field, and material customer group. Various data cleaning and exploratory data analysis algorithms were implemented over raw datasets before use for modeling. Mean absolute percentage error (mape) were estimated for individual predictions from time series and machine learning models. The best model was selected for unique SKU’s as per the most negligible mape value.
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1. INTRODUCTION

Sales forecasting is to ease the forecasting process and to create a convenient and easy-to-use application/tool for a business [1]–[3]. A sales forecast indicates how much of a particular product is likely to be sold in a specified future period in a specified market at a specified price [4]. Sales forecasting arranges in advance for raw materials, equipment’s, labour etc. Accurate sales forecasting is one of the most essential requirements of any organization supply chain [5], [6]. It requires developing a unique model that pre-processes the input data and ensembles the output of two parallel advanced forecasting engines that use state-of-the-art machine learning, deep learning algorithms, and time series algorithms to generate future sales forecasts [7], [8].

Sales forecasting adds value across an organization. Finance, for example, relies on forecasts to develop budgets for capacity plans and hiring [9]. The production uses sales forecasts to plan raw materials [10]. Forecasts help sales operations with territory and quota planning, supply chain with material purchases [6], [11]. Sales forecast helps to improve the decision-making about the future in terms of reduction of sales pipeline and forecast risks [12].
Sales forecasting can be sub-categorized into three categories: (i) short term forecasting (for a period up to 3 months ahead), (ii) medium-term forecasting (for one year ahead, its crucial for business budgeting), and (iii) long-term forecasting (for three years, its crucial for long term resource implications) [13].

Decision-makers rely on these forecasts to plan for business expansion and to determine how to fuel the company growth [14]. Therefore, in many ways, sales forecasting affects every department in the organization:

- A sales forecast helps every business to make a better business decision. It helps overall in business planning, budgeting, and risk management.
- Sales forecasting allows companies or industries to efficiently allocate resources for the future growth and manage their cash flow.
- Sales forecasts help sales teams to achieve their goals by identifying an early warning signals in their sales pipeline and to course-correct before it’s too late.
- Sales forecasting helps businesses estimate their costs and revenue accurately based on which they can predict their short-term and long-term performance.

Having an accurate sales forecast is still a significant challenge in front of most of the companies. Traditional forecasting methods based on various intuition; companies end up having poor visibility into projected sales. When a company continuously misses its sales forecast, it can have a negative impact on its valuation over the long-time duration. Exceeding your forecasts isn’t good news either. When companies cannot estimate how much revenue it will generate accurately, they cannot hire or invest in keeping with the growth, which could lead to several missed opportunities [15].

Our technique uses data-driven statistical methods to clean the data of any potential errors or outliers and impute missing values if any. Once the forecast is generated, it is post-processed with Seasonality and Trend corrections, if required. Since the final forecast results from a statistically pre-validated ensemble of multiple models, the forecasts are stable, and accuracy variation is minimal across periods and forecast horizons. Hence, it is better at estimating future sales than conventional techniques.

2. DATASET AND METHODOLOGY

This section elaborated the dataset used for the study and implemented methodology towards precise sales forecasting.

2.1. Dataset

Input dataset used for the sales forecasting analysis were subcategorized into two sections:

(i) Baseline data and
(ii) External data.

Figure 1 shows the input data categorization for the sales forecasting perspective. The baseline data represents the actual sales quantity for various SKU combinations. External data represents additional information which may impact direct or indirect sales. We used price change data, secondary sales (retailer sales data), schemes, and policy as external datasets.
2.2. Problem Definition

(i) Problem Definition: Identifying the main business goals and to set expectations before any development phase.

(ii) Collecting Information: Integrate the different data sources that will be used as the foundation for the models, and data needs to be effectively interpreted and analysed.

(iii) Exploratory data analysis: Primary analyses is carried out on data to use insights from results to define further steps and assessment to be done to find the relation between features in the dataset.

(iv) Machine Learning: The process of applying statistical algorithms on the prepared dataset, providing a rigorous framework to test those models, and insights drawn from the previous phase are used to choose the most appropriate models that could be applied.

(v) Validation & Testing: Assess models’ accuracy and robustness, and models should be generalized and be able to produce reliable results outside of the dataset they have been developed.

(vi) Result Communication: Communicate the advanced analytics models results effectively and translate them into actionable business insights. Model results should assist businesses in decision-making.

2.3. Methodology

Figure 2 represents the novel methodology used in sales forecasting. The Sales forecasting methodology was subdivided into multiple steps like:

(i) Customized classification of parts according to movement, revenue, business criticality, and sale volume,

(ii) Visualization of sales forecast across the inventory along with KPIs (key per-forming indicator) such as over prediction and under prediction estimates and revenue/business impact,

(iii) Visibility to your inventory holding costs and insufficient inventory costs (backorder / loss of sale) and month on month comparison for better insights and decisions,

(iv) Drill down from region, plant, market till SKU level, comparison across SKU’s for identifying patterns of sale, the impact of one SKU’s over other,

(v) Liberty to the user to select preferred algorithm to view the forecast, option to update the hyperparameters and manually override in the forecast value,
(vi) Configuration of custom rules for SKU’s according to business/domain,

(i) SKU details along with AI (Artificial Intelligence) driven material insights for a better understanding of the sku’s
(ii) An established pipeline for considering external factors in forecasting demand,
(iii) Robust models choosing the hyperparameters accordingly and tuning it to forecast and take care of the stability of the models,
(iv) Advanced methods to deal with the bulk order, declining products, sister SKU mapping (predecessor and successor linkages), and seasonal products.

Figure 2. Methodology for the sales forecasting

Figure 3 represents the methodological overview as four major buckets to-wards precise sales forecasting. The data preparation, profiling, segmentation, algorithm selection, and forecast sale are the main four buckets or sub-sections of complete methodology.
3. **RESULTS AND DISCUSSION**

3.1. **Data pre-processing**

For our analysis, we extracted SKUs from the Primary and Secondary Sales History data. The SKUs are drilled down to their Sales Office, core business field, and the material group level. The Net value for each unique SKU from 2017 January till 2020 March is taken as the Training Data. It also includes external factors which would cause an impact on the sales forecast, thus making it more reliable and accurate.

3.2. **Data Merge**

The external and the base data required for training were available in different business files. These files were merged using merge functions available in pandas. The data in each file were combined together based on the specified granularity level (Sales office, core Business field, and Material customer group) along with the provided Billing date for each product.

3.3. **Data Transformation**

The sales history data can be any interval type - daily, weekly, monthly, yearly, etc. Aggregate the training data based on the required Forecast interval type. In our approach, we are forecasting sales on a monthly level.

3.4. **Data Imputation**

3.4.1. **Missing Value Imputation**

Suppose the count of the missing values is greater than a certain threshold. In that case, missing values are imputed with zero. Otherwise, the neighbouring data points and the data points from corresponding time frames in the previous or future periods, if available, are utilized to impute the missing values. The covid affected months are imputed with the average of the Net value from the previous quarter.

3.4.2. **Missing Dates Imputation**

Based on the identified interval type in the training data, Missing periods/dates are imputed. The missing value of the imputed periods are taken care by the above method.

3.5. **Data Pre-Processing/Data Cleaning**

3.5.1. **Exploratory Data Analysis (EDA)**

Univariate Analysis: A statistical analysis of the input data is performed. Mean, Median, Standard deviation, Minimum, and Maximum is checked.

SKUs with Negative values in the target column can be discarded as they are treated as an outlier.

Pearson Correlation: Pearson’s correlation is a statistical method to measure the strength of relationship between two variables and their association.
According to the correlation result, Features that are highly correlated to the target column (‘Net value’) are chosen.

All the features with Pearson's correlation>=0.5 are chosen while the others are dropped.

Collinearity Analysis: We check for Multicollinearity in the features to identify if more than two explanatory variables/features are more linearly related to each other.

We check for the Variance Inflation Factor (VIF), the features with Variance Inflation Factor > 10 indicate multicollinearity. Such highly correlated features can be dropped as it can lead to skewed or misleading results.

3.5.2. Outliers Treatment

Outlier Treatment is applied for a bucket of data. Bucket size is selected based on the interval type. For example, outlier treatment is applied for a span of 12 months if it is monthly data. Median Absolute Deviation or Mean Standard Deviation is performed on the data. Data points which are more than three times of standard deviations from the mean are clipped off.

3.5.3. Determination of Lags

ACF or Auto Correlation Plots are used to determine the lags. It describes how well the present value of the series is related with its past values. The Partial Auto Correlation Plots (PACF) gives a stationary time series partial correlation with its own lagged values. It describes the direct relationship between an observation and its lag. Optimal values of parameters “p”, “d”, and “q” are thus calculated from the ACF (Auto Correlation Function) and PACF plots. If both ACF and PACF decrease gradually, the time series has to be made stationary using “d”, the degree of difference.

3.5.4. Check Stationary

Three basic criterion criteria classify data as stationary:

The mean of the series should not be a function of time. It should be constant.

The variance of the series should not be a function of time. This is called homoscedasticity.

The covariance of the $i^{th}$ term and the $(i+m)^{th}$ term should not be a function of time.

The data is made stationary by differencing the dataset using lag. The stationarity of dataset is verified using Dickey-Fuller Test.

3.6. Best Fit Model Selection

Data Profiling

Before identifying the best-fit model, the prepared dataset undergoes a method called profiling. Data profiling is a method of examining or understanding the characteristics of the dataset. As represented in figure 4, data profiling, the characteristics such as Seasonality, Trend, Sparsity are detected for each SKU with which they are grouped under each model cluster. The models are clustered under different groups to avoid high computational time. Training data is further split into Train and validation set on a ratio of 7:3.
3.7. Model Building

3.7.1. Time Series Algorithms

ARIMA (Auto Regression Integrated Moving Average), ARMA (Auto Regression Moving Average), AR (Auto Regression), Moving Average, Weighted Moving Average (WMA), Exponential Time Smoothing, Holt-Winters, and various other models are run on the datasets. A total of about eight time series models were used. If the data is highly sparse or insufficient, weighted moving average is performed. RMSE (Root Mean Square Error) is calculated for the validation set run on each model. The top 3 models with minimum RMSE value are chosen as the best Time series models.

3.7.2. Machine Learning Algorithms

Various machine learning algorithms like Linear Regression, Decision Tree Regression and SVM (Support Vector Machine) are run on the datasets. A total of about 13 different machine learning models are used. The Hyperparameters are tuned using a Grid search and random search approach. The top 3 models with minimum RMSE value are chosen as the best Machine learning models.

3.7.3. Ensemble Algorithms

The errors calculated from the best models of Time Series and Machine Learning algorithms are used to calculate the weights. The below mentioned formula calculates the weights:

\[
\begin{align*}
    w_{ts} &= \frac{1/\text{error}_t}{(1/\text{error}_t + 1/\text{error}_m)} \\
    w_{ml} &= \frac{1/\text{error}_m}{(1/\text{error}_t + 1/\text{error}_m)}
\end{align*}
\]

These calculated weights are multiplied with respective machine learning and time series forecast results and by ensembling, the final forecasts are calculated.
3.8. Performance Metrics & Results

Finally, the forecast values and error RMSE of the validation set for the best TS, ML and ensemble algorithms are considered. The approach which has the minimum RMSE is opted to forecast the data for the future period of time. The forecast accuracies of the TS, ML and Ensemble method are compared. The performance metrics suited well to compare the 3 different approaches are Forecast Accuracy and MAPE. The forecast accuracies for the five consecutive months are compared to check their stability.

Table 1 represents the accuracy (%) for the various ML and TS algorithms for a SKU. Table 2 shows the weights for the TS and ML validation sets.

<table>
<thead>
<tr>
<th>SKU</th>
<th>ADA (test set)</th>
<th>RF (test set)</th>
<th>XGB (test set)</th>
<th>ARIMA (test set)</th>
<th>NAIVE (test set)</th>
<th>HWES (test set)</th>
<th>ENSEMBLE (test set)</th>
<th>FACC (New Forecast)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKU_ID</td>
<td>87.0</td>
<td>74.2</td>
<td>38.3</td>
<td>39.6</td>
<td>5.6</td>
<td>43</td>
<td>60.5</td>
<td>95.8</td>
</tr>
</tbody>
</table>

Table 1. Test set accuracies (%) of each model along the forecast accuracy of new data.

Table 2. Calculated weights for the ML and TS validation sets

<table>
<thead>
<tr>
<th>Calculated Weights ML (Validation Set)</th>
<th>Calculated Weights TS (Validation Set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3970</td>
<td>0.6025</td>
</tr>
</tbody>
</table>

The top best Models identified in ML were ADA-BOOST, RANDOM FOREST and XGBOOST and the top best Models identified in TS were ARIMA, NAIVE, HWES (Holt-Winters exponential Smoothing). An Ensemble approach is applied on the first best model of ML and TS by calculating their Weights. The model/approach with the least minimum error in the test set is used to forecast the future period of time. Figure 5 represents the training and prediction outcomes for a sample SKU.

Figure 5. Training and prediction representation for a SKU. Here we used 55 months training dataset to predict next 12 months.
4. CONCLUSION

During the process of sales forecasting through machine learning and time series algorithm implementation, the SKU’s with more than 12 months of historical sales data machine learning algorithm tend to consistently provide higher forecasting accuracy compared to the time series model. With dataset less than 12 months, it was decided to perform time series forecasting model. Sales forecasting precision can further be improved by exploring deep learning methods, which can be implemented in the future. External market data like GDP (Gross Domestic Product), growth, fuel price, weather (parts like viper), etc. can be consider in future.

Certain automotive aftermarket components with sparse data ML and TS models were not suitable, hence best method for the sales forecasting was found to be traditional simple moving average of historical sales or naïve approach.
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