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ABSTRACT 
Data augmentation has been broadly applied in training deep-learning models to increase the diversity of 
data. This study ingestigates the effectiveness of different data augmentation methods for deep-learning-
based human intention prediction when only limited training data is available. A human participant pitches 
a ball to nine potential targets in our experiment. We expect to predict which target the participant pitches 
the ball to. Firstly, the effectiveness of 10 data augmentation groups is evaluated on a single-participant 
data set using RGB images. Secondly, the best data augmentation method (i.e., random cropping) on the 
single-participant data set is further evaluated on a multi-participant data set to assess its generalization 
ability. Finally, the effectiveness of random cropping on fusion data of RGB images and optical flow is 
evaluated on both single- and multi-participant data sets. Experiment results show that: 1) Data 
augmentation methods that crop or deform images can improve the prediction performance; 2) Random 
cropping can be generalized to the multi-participant data set (prediction accuracy is improved from 50% 
to 57.4%); and 3) Random cropping with fusion data of RGB images and optical flow can further improve 
the prediction accuracy from 57.4% to 63.9% on the multi-participant data set. 
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1. INTRODUCTION 
Humans can predict the intentions of others by observing their actions. We would also expect 
robots to be able to predict human intentions such that we can have safer and more efficient 
human-robot interactions [1][2][3], just like humans would do in collaboration with others. 
Besides human-robot interaction, human intention prediction is also the core technology for a 
variety of applications (e.g., rehabilitation devices to predict trainees’ intention of slowing down 
[4], pedestrians’ intention of crossing the road [5], driving assistance systems to predict drivers’ 
intention of lane change [6], and surveillance and security to predict the intentions behind detected 
abnormal human activities [7]). 

Human intention prediction is closely related to human action recognition but with a different 
purpose of classification. Action recognition [8][9] classifies different actions based on observed 
action sequences. However, intention prediction [10][11][12] predicts the intention of an action 
from the subtle motion patterns of the same action. Figure 1 illustrates the difference between 
action recognition and intention prediction. For action recognition, one needs to distinguish 
different action sequences, such as shooting an arrow and pitching a ball. The spatial and temporal 
patterns of these two action sequences are very different. For intention prediction, one predicts 
which target the participant pitches the ball to. These two pitching sequences have similar spatial 
and temporal patterns, which makes the intention prediction challenging. 
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Figure 1. Difference between action recognition and intention prediction 

Various approaches, such as Partially Observable Markov Decision Process (POMDP) [1], 
Markov Decision Process (MDP) [2], and neural networks [3], have been studied to predict human 
intentions in various scenarios. Furthermore, deep learning [13] has shown outstanding 
performance in various research areas (e.g., image recognition [14][15], object detection [16][17], 
and action recognition [18][19]). Deep neural networks are able to learn complicated 
representations in high-dimensional data for classification and prediction. In order to achieve 
satisfactory performance, massive data is required to train deep-learning models. However, it is 
usually complicated, and resource- and time-consuming to acquire sufficient data. 

Fortunately, data augmentation offers an effective way to increase the quantity of training data. 
Data augmentation methods have been intensively studied for applications such as image 
classification [20], speech recognition [21], pose estimation [22], and action recognition [8][9] 
[23]. However, it is not clear whether data augmentation working for the above applications also 
work for intention prediction. Take Figure 2 and Figure 3 for example. Applying cropping on the 
original images changes the orientation and location of the human action (i.e., pitching a ball) in 
the images. For action recognition, one can still tell this action. However, for intention prediction, 
we still do not know how the changed orientation and location of the human action in the cropped 
images affect predicting the intention (e.g., the pitching direction) of the human action. 

 

Figure 2. Images before cropping 
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Figure 3. Images after cropping 

Our previous study [24] investigated the effectiveness of data augmentation on a single-
participant data set. Since different people have different motion variations, it’s still unknown 
whether data augmentation is effective for a multi-participant data set. Moreover, it’s well known 
that optical flow is crucial for learning spatio-temporal patterns [9][19][23][25][26] which are 
important for intention prediction. However, to the best of our knowledge, how data augmentation 
is effective on the fusion data of RGB images and optical flow has not been explored for intention 
prediction. Motivated by the above three open issues, this study aims to answer the question - 
whether data augmentation is effective for intention prediction. Various data augmentation 
methods are evaluated using single-participant data set, multi-participant data set, and fusion data 
of RGB images and optical flow. The main contributions of this study are summarized as follows: 

1) Intention prediction experiments show that not all data augmentation methods are effective for 
intention prediction. For the 10 data augmentation groups evaluated in this study, only the data 
augmentation groups that either crop or deform images can effectively improve the performance 
of intention prediction. 

2) Random cropping can be generalized to the multi-participant data set. The accuracy of intention 
prediction is improved from 50% (without data augmentation) to 57.4% (with random cropping). 

3) Random cropping also works on the fusion data of RGB images and optical flow. Random 
cropping attains the best prediction accuracy of 63.9% with fusion data of RGB images and 
optical flow on the multi-participant data set. 

The organization of the paper is as follows. Section 2 presents the most relevant work in literature 
that dealt with intention prediction and data augmentation. The experiment setup is introduced in 
section 3. Seven data augmentation methods used for data augmentation experiments in this study 
are briefly introduced in section 4. The effectiveness of 10 data augmentation groups on a single-
participant data set is investigated in section 5. Section 6 evaluates the generalization capability 
of random cropping on a multi-participant data set. Section 7 studies the effectiveness of random 
cropping on the fusion data of RGB images and optical flow. Finally, the paper is concluded in 
section 8. 

2. RELATED WORK 
This section briefly reports the most related work that tackled human intention prediction in 
various applications and data augmentation methods. 

Human intention prediction has been widely investigated in various research areas (e.g., human-
robot interaction, self-driving system, rehabilitation, and security). For human-robot interaction, 
various approaches have been proposed for human intention prediction to achieve safer and more 
efficient interactions. A neural network was used to predict human intentions in a table-carrying 
task [3]. A two-agent collaborative MDP approach [2] was proposed for anticipatory planning in 
human-robot teams. POMDP [1] was used to select anticipatory actions in human-robot table 
tennis playing. By analyzing the trajectories of human arms, the social intention prediction 
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problem was investigated in [27]. Intention prediction was also studied in [10] using motion 
information (i.e., kinematic data and video data) only. Besides human-robot interaction, human 
intention prediction has also been studied for applications such as driving systems [5][6], 
rehabilitation [4], and security [7]. 

Data augmentation has been used in many applications such as image recognition [20][28], speech 
recognition [21][29], SAR target recognition [30], environmental sound classification [31], 
singing voice detection [32], and pose estimation [22]. Data augmentation methods are usually 
categorized into two classes: pre-designed data augmentation methods [33][34] and learned data 
augmentation methods [35][36]. Pre-designed data augmentation methods use pre-designed 
signal processing functions to generate more data. For example, translation, color normalization, 
cropping, and deformation [37][38] are common pre-designed data augmentation methods for 
image data. Audio perturbation [21][29][39] (e.g., speech rate perturbation, speed perturbation, 
and reverberation) is usually used by pre-designed data augmentation methods for audio data. 
Pre-designed data augmentation methods have become a standard technique which can be 
implemented for most deep learning applications. Learned data augmentation methods usually 
learn a policy [40] or neural network [41][35] to generate new data. Compared with pre-designed 
data augmentation methods, learned data augmentation methods provide more variations of the 
generated data but are more complex to be implemented. Even though data augmentation has been 
studied for many applications [20][21][22][29][31][32], only our previous study [24] conducted 
preliminary research about the effectiveness of pre-designed data augmentation methods on 
intention prediction. Based on the previous study [24], this study further explores the effectiveness 
of pre-designed data augmentation methods on both multi-participant data set and fusion data of 
RGB images and optical flow for intention prediction using deep-learning models. 

3. EXPERIMENT SETUP 
3.1. Experiment Overview 
The intention prediction experiment is illustrated in Figure 4. A human participant pitches a ball 
toward a robot (represented by the 9 targets in the figure). We expect the robot to be able to predict 
which of the 9 targets the participant pitches the ball to. Figure 4 shows the workflow of the 
experiment. Firstly, the motion of the participant is captured by a Kinect V2 camera (Microsoft 
Corporation, Redmond, WA, USA). The target hit by the ball is recorded. Secondly, a deep-
learning-based prediction model is trained using the data collected in the previous step. Finally, 
new motion data is fed to the prediction model to predict the intention of pitching a ball. 

 

Figure 4. Experiment scenario 

The workflow of the experiment is shown in Figure 5. Firstly, we employ a Kinect V2 camera 
(Microsoft Corporation, Redmond, WA, USA) to capture the motion of the participant. At the 
same time, we also record the target that is hit by the ball for each pitch. Secondly, the collected 
training data is used to train a deep-learning-based prediction model. Finally, we use the 
prediction model to predict human intention. 
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Figure 5. Experiment workflow 

3.2. Data Collection Rules 
For both single- and multi-participant data sets, we follow the same rules to collect data: 

• It is a valid pitching trial if the ball hits the target the participant intends to hit. We save the 
data (i.e., the motion of the participant and the target hit) of this experiment to train or test the 
prediction model for human intention prediction. 

• It is an invalid pitching trial if the ball hits the target the participant does not intend to hit. 
We save the data for future research. 

• It is an invalid pitching trial if the ball hits none of the 9 targets (i.e., the ball hits outside the 
target area). We save the data for future research. 

• It is an invalid pitching trial if the ball hits the border line between two targets. We discard 
the data. 

4. DATA AUGMENTATION METHODS 
This section introduces 7 data augmentation methods used in data augmentation experiments. 
Data sets are augmented by one or more data augmentation methods to assess the effectiveness 
of different data augmentation methods. 

4.1. Contrast normalization 
Applying contrast normalization to an image is to scale the pixel values of the image. With 
contrast normalization, one can create more new images from an original image. The pixel values 
after contrast normalization are represented by the Gamma Contrast function [42] 

𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘(𝑐𝑐𝑐𝑐) = 255 × ��𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘

255
�
𝛾𝛾
�                       (1) 
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where 𝑖𝑖, 𝑗𝑗, and 𝑘𝑘 are the row index, column index, and channel index of an image, respectively. 
𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘  and 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘(𝑐𝑐𝑐𝑐)  are pixel values of the original image and the new image after contrast 
normalization, respectively. 𝛾𝛾is a parameter for contrast normalization. A comparison of the 
original image and a new image created with contrast normalization is shown in Figure 6. 

 

Figure 6. Original image (left) and new image with contrast normalizaztion (right) 

4.2. Gaussian noise 
By adding Gaussian noise, a new image can also be created from the original image. A comparison 
of the original image and a new image created by adding Gaussian noise is shown in Figure 7. 
The pixel values of the new image are calculated as: 

𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘(𝑔𝑔𝑔𝑔) = 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘 + 𝑧𝑧                          (2) 

where 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘  and 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘(𝑔𝑔𝑔𝑔)  are pixel values of the original image and the new image with 
Gaussian noise, respectively. 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘 ranges from 0 to 255. 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑘𝑘(𝑔𝑔𝑔𝑔) is set to 255 if it is larger 
than 255 and 0 if it is smaller than 0. z is a variable representing random noise. The probability 
density function of z can be found in [43]. 

 

Figure 7. Original image (left) and new image with Gaussian noise (right). 

4.3. Gaussian blur 
Gaussian blur [44] is a method of blurring an image by convolving the image with a Gaussian 
kernel. The Gaussian kernel coefficients can be calculated as [44] 

𝐺𝐺𝑖𝑖 = α𝑒𝑒
−(𝑖𝑖−(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘−1)/2)2

2𝜎𝜎(𝑔𝑔𝑔𝑔)
2

                         (3) 

where 𝑖𝑖 = 0, 1, … 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 − 1 , α  is a factor guaranteeing that ∑ 𝐺𝐺𝑖𝑖𝑖𝑖 = 1 , and 𝜎𝜎(𝑔𝑔𝑔𝑔)  is the 
Gaussian standard deviation. This function computes the 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 × 1 matrix of Gaussian kernel 
coefficients. After the Gaussian kernel coefficients are obtained, each pixel after Gaussian blur 
can be calculated in each image channel [44]. Figure 8 shows the original image and the new 
image created with Gaussian blur.  
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Figure 8. Original image (left) and new image with Gaussian blur (right). 

4.4. Random cropping 
Applying random cropping to an image is to randomly crop a rectangular area of the image and 
then resize the cropped rectangular area to a certain size. Suppose the original image has a size of 
(𝐼𝐼, 𝐽𝐽) and it is cropped with a parameter 𝑐𝑐. Then a random value a can be chosen from [0, 𝑐𝑐]. 
The size of the cropped rectangular area is calculated as (I × (1 − 𝑎𝑎), J × (1 − 𝑎𝑎)). Finally, the 
cropped rectangular area is resized to (224, 224). A comparison of the original image and a new 
image created with random cropping is shown in Figure 9. 

 

Figure 9. Original image (left) and new image with random cropping (right). 

4.5. Translation 
One can also translate an image along either its row or column direction with a parameter 𝑡𝑡 ∈[-
0.5, 0.5]. Randomly choose a row translation value 𝑡𝑡1 and a column translation value 𝑡𝑡2 from 
[- 𝑡𝑡, 𝑡𝑡 ]. 𝑡𝑡1  and 𝑡𝑡2  are the percentages of the height and the width of the original image, 
respectively. For example, 𝑡𝑡2 = 0.5 represents 50% of the width of the image. After translation, 
only the pixels of the original image within the original image are kept. The pixels of the blank 
area are set to 0. A comparison of the original image and the new image with a translation is 
shown in Figure 10. 

 

Figure 10. Original image (left) and new image with a translation (right). 
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4.6. Piecewise affine transformation 
Piecewise affine transformation creates a new image by locally distorting the original image. 
More specifically, piecewise affine transformation places a regular grid of points on the image 
and randomly moves the neighborhood of these points via a normal distribution. Detailed 
implementation of the piecewise affine transformation was discussed in [45]. A comparison of 
the original image and the new image created with piecewise affine is shown in Figure 11. 

 

Figure 11. Original image (left) and new image with piecewise transformation (right). 

4.7. Perspective transformation 
A new image can be created by applying a random four-point perspective transformation on an 
original image. Each of the four points is placed on the original image with a random distance 
from the respective corner of the original image. The random distance is sampled from a normal 
distribution. Detailed implementation of the perspective transformation was discussed in [42]. A 
comparison of the original image and the new image created with perspective transformation is 
shown in Figure 12. 

 

Figure 12. Original image (left) and new image with perspective transformation (right). 

5. EVALUATION OF DATA AUGMENTATION METHODS ON A SINGLE-
PARTICIPANT DATA SET 
The effectiveness of data augmentation for intention prediction is evaluated with a single-
participant data set in this section. One or more data augmentation methods are used as a data 
augmentation group. Totally, 10 groups of data augmentation methods are evaluated. Details of 
the single-participant data set, data augmentation methods, prediction model, and evaluation 
results are introduced in the following subsections. 

5.1. Single-Participant Data Set 
In the single-participant data set, one human participant conducts 292 valid pitching trials. 256 
pitching trials are used for training the model of human intention prediction while the rest 36 
pitching trials for testing the model of human intention prediction. Each pitching trial is recorded 
with 55 frames of RGB images. The single-participant data set is available at: 
https://github.com/deePurrobotics/Intention_Prediction. 
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5.2. Data Augmentation 
We classify the data augmentation methods discussed in section 4 into two categories. Gaussian 
blur, Gaussian noise, and contrast normalization belongs to the first category while perspective 
transformation, piecewise affine transformation, translation, and cropping belongs to the second 
category. New images created using data augmentation methods in the first category are blurred 
but neither deformed nor cropped. New images created using data augmentation methods in the 
second category are either cropped or deformed, but their clearance is not changed. One or more 

data augmentation methods in section 4 are used as a data augmentation group to augment the 
single-participant data set. As listed in Table 1, 10 data augmentation groups are investigated to 
evaluate their effectiveness on the single-participant data set. Take data augmentation group 1 for 
example. The original data set has 14,080 images. After random contrast normalization, we get 
14,080 new images. Therefore, by combining the original images with the new images, we can 
obtain a training data set of 28,160 images. 

Data augmentation methods in data augmentation groups 1~3 belong to the first category of data 
augmentation methods and those in data augmentation groups 5~10 belongs to the second 
category of data augmentation methods. Data augmentation group 4 belongs to both the first and 

Table 1. Data augmentation methods and training data sets overview 

Data Augmentation Groups Data Augmentation Parameters Size of 
Data 

Method 
Category 

Original RGB images N/A 
14,080 
frames 
938 MB 

N/A 

1. Random contrast normalization Randomly choose 𝛾𝛾 from [0.75,1.5] 
28,160 
frames 
1.88 GB 

First 

2. Random contrast normalization and 
Gaussian noise 

Randomly choose 𝛾𝛾 from [0.75,1.5], adding 
Gaussian noise with probability of 50%, 
𝜎𝜎(𝑔𝑔𝑔𝑔)
2 = 0.05 × 255 

42,240 
frames 
3.62 GB 

First 

3. Random contrast normalization, 
Gaussian noise, and Gaussian blur 

Randomly choose 𝛾𝛾 from [0.75,1.5],  
adding Gaussian noise with probability of 50%, 
 𝜎𝜎(𝑔𝑔𝑔𝑔)

2 = 0.05 × 255, 𝜎𝜎(𝑔𝑔𝑔𝑔)
2 = 0.52 

56,320 
frames 
4.93 GB 

First 

4. Random contrast normalization, 
Gaussian noise, Gaussian blur and 
Cropping (0, 10%) 

Randomly choose 𝛾𝛾 from [0.75,1.5],  
adding Gaussian noise with probability of 50%, 
 𝜎𝜎(𝑔𝑔𝑔𝑔)

2 = 0.05 × 255, 𝜎𝜎(𝑔𝑔𝑔𝑔)
2 = 0.52, c = 0.1 

70,400 
frames 
6 GB 

First and 
second 

5. Cropping (0, 10%) c = 0.1 
70,400 
frames 
4.8 GB 

Second 

6. Cropping (0, 20%) c = 0.2 
70,400 
frames 
4.8 GB 

Second 

7. Translation (-10%, 10%) t = 0.1 
70,400 
frames 
4.8 GB 

Second 

8. Translation (-20%, 20%) t = 0.2 
70,400 
frames 
4.4 GB 

Second 

9. Translation (-30%, 30%) t = 0.3 
70,400 
frames 
4.4 GB 

Second 

10. Piecewise affine transformation and 
perspective transformation 

pa1 = 0.015, pa2 = 0.045 
p1 = 0.025, p2 = 0.075 

70,400 
frames 
4.9 GB 

Second 
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the second categories of data augmentation methods. The original images and the corresponding 
new images created using example data augmentation methods are shown in Figures 13∼16. 

 
Figure 13. Original images. 

 
Figure 14. New images after applying random contrast normalization, Gaussian noise, Gaussian 

blur, and Cropping (0, 10%). 

 
 Figure 15. New images after applying Translation (-30%, 30%). 

 
 Figure 16. New images after applying piecewise affine transformation 

5.3. Prediction Model 
AlexNet [14] is modified and used as the baseline model for human intention prediction in this 
study. The Softmax classifier of AlexNet is changed to 9 classes. For each image in a pitching 
trial, a prediction is produced by the prediction model. By voting using the prediction from each 
image, one obtains the final intention prediction for the whole pitching trial. 

1) Architecture of AlexNet for intention prediction: Figure 17 shows the architecture of AlexNet 
used for intention prediction in this study. This network has 5 convolutional layers and 3 fully 
connected layers in total. The neural network accepts an input tensor size of 224×224×3. Using 
short notation in [46], Conv(d, f, s) is a convolutional layer that has d filters with a stride of s and 
a spatial size of f×f. N represents a normalization layer. P represents a pooling layer. FC(n) 
represents a fully connected layer with n nodes.  
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2) Voting method: The voting result of a pitching trial can be calculated using n predictions from 
n frames of images: 

𝑃𝑃 = argmax �∑ �𝛾𝛾𝑛𝑛−𝑖𝑖 × 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑝𝑝𝑖𝑖)�𝑛𝑛
𝑖𝑖=1 �                 (4) 

where 𝑝𝑝𝑖𝑖 is the prediction of the ith frame in a pitching trial, γ is the discount factor that weighs 
more for the later frames in the pitching trial, P is the final prediction result of the pitching trial. 
n = 45 and γ = 0.9 are used in experiments. 

The prediction model is trained with the single-participant data set using stochastic gradient 
descent. The weights of the neural network are initialized from the Gaussian distribution 𝑁𝑁(0, 
0.001). The learning rate is initialized to 0.01. Each pooling unit has a stride of 2 and a size of 
3×3. Dropout is applied with a probability of 0.5. 

 
Figure17. Architecture of AlexNet used for intention prediction 

5.4. Evaluation Results 
For the single-participant data set, evaluation results of different groups of data augmentation 
methods are listed in Table 2. One can notice that, without data augmentation (i.e., the prediction 
model is trained by the original images only), the prediction model can achieve a prediction 
accuracy of 50% only. By analyzing the evaluation results, we can conclude that: 

• The prediction model trained by augmented data obtained by Cropping (0, 10%) achieves 
the best prediction accuracy of 75% (with an improvement of 25% compared with original RGB 
images without data augmentation). 

• The first category methods do not improve the intention prediction performance. The 
prediction model trained by augmented data obtained by using the first category methods even 
has a worse performance than that trained by the original images only (i.e., without augmentation). 

• By choosing proper augmentation parameters, the second category methods can effectively 
improve the intention prediction performance. 

 

 

 

Conv(96, 11, 4)

FC(4096)

N

Conv(256, 5, 1)

Conv(384, 3, 1)

Conv(256, 3, 1)

Softmax

FC(4096)

P

N
P

Conv(384, 3, 1)

P
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Table 2. Prediction accuracy on the single-participant data set 

Data Augmentation Groups Prediction 
Accuracy 

Method 
Category 

Original RGB images 50% N/A 
1. Random contrast normalization 47.2% First 
2. Random contrast normalization and 
Gaussian noise 41.7% First 

3. Random contrast normalization, 
Gaussian noise and Gaussian blur 38.9% First 

4. Random contrast normalization, Gaussian 
noise, Gaussian blur and Cropping (0, 10%) 55.6% First and 

second 
5. Cropping (0, 10%) 75% Second 
6. Cropping (0, 20%) 61.1% Second 
7. Translation (-10%, 10%) 66.7% Second 
8. Translation (-20%, 20%) 61.1% Second 
9. Translation (-30%, 30%) 50% Second 
10. Piecewise affine transformation and 
perspective transform 63.9% Second 

 
6. EVALUATION OF RANDOM CROPPING ON A MULTI-PARTICIPANT DATA 
SET 
Experiments with the single-participant data set show that random cropping achieves the best 
performance in human intention prediction. Therefore, we are interested in the effectiveness and 
the generalization capability of random cropping for a multi-participant data set. The multi-
participant data set contains more pitching trials from multiple participants with more motion 
variations. 

6.1. Multi-Participant Data Set 
There are 6 participants in the multi-participant data set. In total, 540 valid pitching trials from all 
6 participants (90 valid pitching trials from each participant) are collected. Each valid pitching 
trial contains 90 frames of RGB images. 540 valid pitching trials of data are divided into two sets: 
432 pitching trials for training the model of human intention prediction and 108 pitching trails for 
testing the model of human intention prediction. Two example valid pitching trials in the multi-
participant data set are shown in Figure 18. 

 
Figure 18. Two example valid pitching trials 

International Journal of Artificial Intelligence and Applications (IJAIA), Vol.13, No.1, January 2022

12



 
6.2. Data Augmentation 
Different from the original RGB images in the single-participant data set, the original RGB 
images of the multi-participant data set have a size of 640×360. Since the central area of the RGB 
images contains the most informative motion field of participants needed for intention prediction, 
we first crop the central area of the original images and then apply random cropping data 
augmentation on the cropped central area. More specifically, the central area of the original 
images is first cropped with a size of 240×240. Then random cropping with a size of 235×235 is 
applied to the cropped central area. Finally, the randomly cropped images with a size of 235×235 
are resized to 224×224. 

6.3. Prediction Model 
ResNet18 [15] pre-trained with ImageNet [47] is used as the prediction model for the multi-
participant data set. The architecture of ResNet18 is shown in Figure 19. The architecture of 
ResNet18 is shown in Figure 19. The channel number of the first convolutional layer is modified 
according to the numbers of the input channels. The last layer is changed to a Softmax classifier 
with 9 classes. Use the same notation as in section 5, For simplicity, convolutional with notation 
Block×2 mean that there are two identical blocks in the network architecture. The MaxPooling 
layer has a kernel size of 3 and a stride of 2. The AveragePooling layer has a kernel size of 7 and 
a stride of 7. To transfer the pre-trained weights of ImageNet, the cross-modality pre-training in 
[23] is used to transform the shape of the weights. Lastly the model is fine-tuned based on our 
own data set.  

The prediction model is trained with the multi-participant data set using stochastic gradient 
descent. The learning rate is initialized to 2.5 × 10−4 and is divided by 10 when the accuracy 
stops improving. 

 

 
Figure 19. Architecture of ResNet18 used for intention prediction 

6.4. Testing results on single-participant dataset Evaluation Results 
The evaluation results of random cropping on the multi-participant data set are shown in Table 3. 
A prediction accuracy of 50% is achieved by using the original RGB images only. Random 
cropping improves the prediction accuracy to 57.4%. Such an improvement on prediction 
accuracy shows that the random cropping can be generalized to the multi-participant data set. 
Compared with the best prediction accuracy (75%) on the single-participant data set, random 

Conv(64, 7, 2)

Conv(64, 3, 2)

Conv(128, 3, 2)

Conv(512, 3, 2)

Softmax

MaxPooling Conv(256, 3, 2)

Conv(64, 3, 2)

Conv(128, 3, 2)

Conv(256, 3, 2)

AveragePooling

Conv(512, 3, 2)
Block × 2

Block × 2

Block × 2

Block × 2

International Journal of Artificial Intelligence and Applications (IJAIA), Vol.13, No.1, January 2022

13



cropping on the multi-participant data set achieves a lower prediction accuracy (57.4%). This 
could be caused by the variations of the spatial and temporal patterns from different participants 
in the multi-participant data set. 

Table 3. Prediction accuracy on the multi-participant data set 

Data Augmentation Methods Prediction Accuracy 
Original RGB images only 50% 
Original RGB images + random cropping 57.4% 

 

7. EVALUATION OF RANDOM CROPPING ON FUSION DATA OF RGB IMAGES 
AND OPTICAL FLOW 
Sections 5 and 6 evaluate data augmentation methods on RGB-image-based data. It is known that 
optical flow is crucial for learning spatio-temporal patterns [9][19][23][25][26] which is 
important for intention prediction tasks. Therefore, we are interested in intention prediction using 
fusion data of optical flow and RGB images. This section further explores the effectiveness of 
random cropping on fusion data of RGB images and optical flow. 

7.1. Optical Flow Estimation 
Optical flow describes the motion information of objects between two consecutive frames which 
is of great significance for video classification. FlowNet [48] was proposed to estimate optical 
flow using a supervised learning method. Specifically, a convolutional neural network was trained 
to estimate the optical flow from RGB images. What’s more, FlowNet 2.0 [49] reduced the 
estimation error of FlowNet by more than 50%. In this study, FlowNet 2.0 is used for optical flow 
estimation. Figure 20 shows the optical flow of an example pitching trial. 

 
Figure 20. Optical flow of an example pitching trial 

7.2. Data Concatenation Fusion 
For both single- and multi-participant data sets, the following two data concatenation fusion 
methods are considered to investigate the effectiveness of random cropping on the fusion data of 
RGB images and optical flow, as depicted in Figure 21.  

• Fusion method 1: Concatenate three channels of RGB images with two channels of optical 
flow. Fusion method 1 aims to investigate the effect of random cropping on fusion data of RGB 
images and optical flow. 

• Fusion method 2: Concatenate one channel of RGB images with two channels of optical flow. 
Fusion method 2 aims to explore the effect of random cropping on fusion data of RGB images 
and optical flow with increased temporal information (i.e., the proportion of optical flow in the 
fusion data is increased). 
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Figure 21. Data concatenation fusion methods 

7.3. Data Augmentation 
Random cropping is applied on the fusion data of RGB images and optical flow for both single- 
and multi-participant data sets. Specifically, for the single-participant data set, we apply Cropping 
(0, 10%). For the multi-participant data set, the same random cropping data augmentation method 
used in section 6 is applied. The original images are first cropped in the central area with a size 
of 240×240. Then random cropping with a size of 235×235 is applied to the cropped central area. 
Finally, the randomly cropped images with a size of 235×235 are resized to 224×224. 

7.4. Prediction Model 
ResNet18 [15] pre-trained with ImageNet [47] is used as the prediction model in this section. The 
cross-modality method in [23] is used to transform the pre-trained weights shape. The pre-trained 
weights are fine-tuned based on our own data sets.  

The prediction model is trained on the fusion data of RGB images and optical flow using 
stochastic gradient descent. The learning rates for fusion methods 1 and 2 are initially set to 
5 × 10−4 and 1 × 10−3, respectively. The learning rates are divided by 10 when the accuracy 
stops improving. 

7.5. Evaluation Results 
After training the prediction models with the fusion data of RGB images and optical flow on both 
single- and multi-participant data sets, the prediction accuracies with fusion methods 1 and 2 are 
listed in Table 4. It can be noted that: 

• For all comparison in Table 4, the random cropping data augmentation method significantly 
improves the prediction accuracy. It indicates that the random cropping data augmentation method 
is also effective on the fusion data of RGB images and optical flow. Using random cropping, 
fusion method 2 achieves the best prediction accuracy of 63.9% on the multi-participant data set. 

• Besides the effectiveness of random cropping on fusion data of RGB images and optical flow, 
it is also observed that the prediction performance benefits from the increased proportion of 
optical flow in the fusion data. Without random cropping, fusion method 2 outperforms fusion 
method 1 by 2.8% on the single-participant data set. With random cropping, both fusion methods 
1 and 2 achieve the same prediction accuracy of 75%. For the multi-participant data set, prediction 
accuracy of fusion method 2 is slightly lower than that of fusion method 1 when no random 
cropping is applied. However, with random cropping, fusion method 2 outperforms fusion method 
1 by about 6.5%. 

 

 

Three channels of 
RGB images + One channel of 

RGB images
Optical 

flow +

Fusion method 1 Fusion method 2

Optical 
flow
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Table 4. Prediction accuracy on fusion data 

Data Set Methods Prediction 
Accuracy 

Single-participant 
data set 

Fusion method 1 63.9% 
Fusion method 1 + random cropping 75% 
Fusion method 2 66.7% 
Fusion method 2 + random cropping 75% 

Multi-participant 
data set 

Fusion method 1 53% 
Fusion method 1 + random cropping 57.4% 
Fusion method 2 51.8% 
Fusion method 2 + random cropping 63.9% 

 

8. CONCLUSION 
This study investigates the effectiveness of various data augmentation methods in human 
intention prediction when limited training data is available. Evaluations of data augmentation 
methods are conducted on both single- and multi-participant data sets. Experiment results show 
that: 1) Data augmentation methods that either crop or deform images can improve the prediction 
performance; 2) The random cropping data augmentation method can be generalized to the multi-
participant data set (improved prediction accuracy from 50% to 57.4%); and 3) Random cropping 
data augmentation method with fusion data of RGB images and optical flow can further improve 
the prediction accuracy from 57.4% to 63.9% on the multi-participant data set. The experiment 
results demonstrate that the random cropping data augmentation method is effective for the single-
participant data set, the multi-participant data set, and the fusion data of RGB images and optical 
flow and can help improve the performance of deep-learning-based human intention prediction 
when only limited training data is available. In the future, we will investigate how to take 
advantage of generative adversarial networks [50] for data augmentation in human intention 
prediction. 
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