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ABSTRACT 
 

This paper presents a deep learning model that can be used for data standardization tasks. With 

applications such as insurance processing, accounting, and government forms processing – being able to 

standardise data that is presented in a nonstandard format would be impactful across many industries. 

Restaurant receipt images from CORD dataset were used to build the model. These images were previously 

processed with OCR then pre-processed to create JSON files that contain the OCR'ed data and metadata of 

the information on those images. The main challenge in building the model is that the size of the data set is 
very small (1,000 images). In order to overcome this challenge, an augmentation stage was employed to 

generate more training samples out of the existing ones. While this standardization problem can be 

modelled as a classification task, it has been decided to attempt using a regression model that can predict 

the total on a receipt.  
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1. INTRODUCTION AND PROBLEM DEFINITION 

 
This article will focus on applying deep learning techniques in a new application and show that 

the task of standardizing common data currently presented in nonstandard formats can be 

performed by a computer system rather than done manually. An example of this type of problem 

that seems like one of the easiest to convey the potential impact of this research is the process of 
adjudicating a health insurance claim. When a health insurance claim is submitted to a health 

insurance provider there are several methods for submitting the claim. The most popular claim 

submission type for drug claims is the pharmacy submitting the claim on the patient’s behalf and 
immediately knowing how much of the claim will be paid by the health insurance provider. If the 

patient elects to submit the claim themselves they can fill out forms online, they can mail the 

provider paper claims, they can fax claims to the provider, or they can submit a “photo claim”. 
Photo claims allow the patient to take a picture of their receipt and upload it directly to the 

healthcare insurance provider [1]. These types of claims are becoming more popular with the 

increase in mobile devices and easy access to the internet; they are especially gaining traction for 

health insurance claims that cannot be submitted by the practitioner as easily, such as with 
extended health care (EHC) treatments [2]. When a health insurance provider receives a photo 

claim the person who adjudicates the claim must process the claim by examining the image and 

filling in the information to the in-house claims adjudication software. The adjudicator uses the 
software and their own knowledge of how the patient’s health insurance plan is calibrated to 

determine how much, if any, of the claim will be paid by the health insurance provider. The 

reason that an adjudicator needs to manually examine and enter the data from the receipt is that 
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the receipts of all healthcare practitioners across Canada are not standardised. They all have the 
same basic information needed to adjudicate the claim, but the information is organised 

differently across the receipt; worded differently for values that have the same meaning (Final 

Total, Grand Total, Total, etc.); values are differently associated to their labels, some might be 

directly adjacent to the label, some directly below, some across the page but organised in a table, 
some across the page in a list. Due to these factors, it is not trivial to automatically adjudicate 

these types of claims so companies must pay hundreds of individuals salaries to adjudicate claims 

which they can only do as quickly and as accurately as their human capacities allow. As a result, 
health insurance companies do not guarantee 100% accuracy and tend to offer repayment in 

terms of multiple days or even weeks [3][4][5]. Replacing these adjudicators with automatic 

software driven adjudication will allow these companies to adjudicate claims in real time and 
with close to 100% accuracy. The only difference between pharmacies submitting a claim on the 

patient’s behalf and the patient submitting the claim themselves via photo claim is data 

standardisation. Pharmacies use software like Kroll [6] or Propel Rx [7] to send the data in a 

standard format to any health insurance provider. If software can read the same information that 
is already present on the photo claims that patients submit, the data can be processed by the same 

automatic adjudication engine that instantly processes claims submitted by pharmacies. 

 

2. BACKGROUND 

 
The problem at hand is data standardisation. The practice of converting images of text into data 
representations of text has been solved in one way or another since 1914 when Emanuel 

Goldberg developed a machine that converted printed characters into telegraph code [8]. This 

practice, known as Optical Character Recognition (OCR), has been used many times for a wide 
variety of applications including traffic sign recognition in automated driving applications [9]; 

assistive technology for the visually impaired [10]; and even in traffic cameras for automatic 

licence plate recognition [11]. OCR, at the time of this writing, is well understood. Every OCR 
application currently involves data presented in a standard format. Written language has a certain 

format and explicit rules that must be followed, licence plates have specific formats, and even 

data entry tasks that have been automated rely on the specific application having external 

knowledge of the format the data will take for their specific task [12]. This research seeks to go 
further with OCR and create an application that can take the text from the image and standardise 

it. The examples will all have the same data, but the information will be presented in wildly 

different ways from one another. The goal of this standardisation is to be able to automate more 
processes such as business expense calculations, insurance claims, and wider data entry 

applications. 

 
Originally the sample data intended to be used for this work was health insurance claims. Since 

working with a health insurance provider would yield an abundance of claim data, and all the 

data would have already been labelled as part of the work those companies are already doing. 

After considering the potential hurdles of working with a private company, and especially of 
using confidential healthcare information, the example data this research will utilise consists of 

restaurant receipts. Restaurant receipts have common information on them, but each restaurant 

(or chain) will organise and present the information differently. The actual organisation of the 
receipts will differ (item name above, price below vs. item name left, price right) and the labels 

will differ (TOTAL, FINAL TOTAL, GRAND TOTAL, AMOUNT DUE, etc. are all possible 

labels with the same meaning) [13]. Instead of tracking provider number, service types, 

procedure codes, etc. from a health insurance claim; the restaurant receipts have total and subtotal 
common across all receipts. The interesting thing about these two features is that subtotal is not 

always explicitly marked on the receipt. If a receipt does not have a subtotal field or a tax field, 

the implication is that the subtotal must be equal to the total.  
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Receipts are complicated, yet people are often able to interpret the important information on a 
receipt within seconds of glancing at one. Aspects of the text like font, size, location, spacing, 

etc. are critical to human understanding of receipts. Consider the receipt on the left of figure 1 

with the same information on the right without formatting, how long does it take you to identify 

the total in each case? 
 

 
 

Figure 1. Receipt image (left), same information but without formatting (right). 
 

For many people the formatting of the receipt in Figure 1 is important to easily identify important 
information such as the total on the receipt [14]. Based on these observations, it seems like a 

good starting point to consider that positional and formatting data might be integral to designing a 

machine that can successfully interpret receipt information. Metadata (data about the data) must 

be included with the receipt text in order to facilitate training and give the system the same 
advantages humans have in identifying important information on receipts. 

 

An additional consideration for researchers when starting out on this problem is how to approach 
the idea of data standardisation on something like a shopping receipt. The first distinction is 

whether to treat this as a classification problem or a regression problem. Classification problems 

suffer from needing predefined categories to classify training examples into - which means there 
must be a category for every total if that’s the important information being identified. Since 

receipts vary widely in totals, even for a conservative model that worked only for most receipts 

instead of all, it would require thousands of categories [15]. Not only are the number of 

categories potentially problematic, but a classification solution would require many examples of 
the same category, so many distinct examples for every supported total on the receipt. Regression 

problems, on the other hand, suffer from other challenges, mainly that they produce 

approximated solutions that are accepted when within a certain error tolerance [15]. We decided 
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treating this as a regression problem was more feasible in industry, as being accurate within $0.01 
is negligible, and a larger error margin may still be acceptable if the system was a cost-saving 

measure in other ways like efficiency and accuracy over human workers. 

 

Given the decision to treat this as a regression problem, the next hurdle was deciding on the type 
of machine learning model to use. Nonstandard data would depend on contextual clues 

surrounding it, and so a series of datapoints would need to be passed into the model for it to be 

able to understand the context of each token being processed. Since the order of the sequence was 
important to preserve, the decision was to use a recurrent neural network (RNN) for training. An 

RNN can process new information incrementally while maintaining an internal model of what it 

is processing, built from past information and constantly updated as new information comes in 
much like how humans process information [16]. The idea is that the neural network will take in 

each piece of information about the receipt (data on the receipt as well as metadata about each of 

those datapoints) and keep track of the context as it reads through. That way – the total should be 

identifiable once the entire receipt has been read regardless of the formatting of that particular 
receipt. After training on a sufficient number of examples, the model should learn to identify the 

total on any receipt – even those whose formats have not been seen during training. 

 

3. EXPERIMENTAL SETUP 

 
A publicly available dataset that contained common data in a non-standardised format is the 
Consolidated Receipt Dataset for post-OCR parsing (CORD) [17] It contains 1,000 sample 

images of food receipts local to Indonesia. The dataset also contains 1,000 matched JSON files 

that contain the OCR'ed data and metadata of the information on those images. Clova AI 
assembled the CORD dataset, including both the images and the OCR-produced JSON files. 

Clova AI has seen fit to obscure some of the information present on the receipts in order to avoid 

legal issues with the Indonesian government [18]. Figure 2 is an example of paired image and 
JSON files from the dataset. Many of the images are imperfect from the point of view of image 

processing and OCR, but one of the reasons the CORD dataset seemed ideal to researchers is the 

OCR was performed on images that are similar to what users would submit to an insurance 

company or an accounting firm. Users will submit imperfect images, so it’s best if the process 
from image to standardised data works on less-than-ideal images. Figure 2 shows a matched set 

of an image and a JSON file, both provided as part of the CORD dataset. To understand how they 

work, note the word “Extra” in the image. In the JSON file the line “text”: “Extra” refers to that 
token recognised by the OCR during processing. The X and Y values in the lines above are the 

coordinates of the bounding box of that token on the receipt, identified during the OCR 

processing. (x1, y1) are the coordinates of the top left corner of the bounding box, (x2, y2) are the 
coordinates of the top right corner, (x3, y3) the bottom right corner, and (x4, y4) the bottom left 

corner. Those coordinates confer the information of the position of the text, but also the size of 

the text. Both of those factors might be important metadata in determining what the total of the 

receipt is. 
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Figure 2. CORD receipt image (left) and associated CORD JSON file (right) 
 
As useful as the CORD dataset is as a repository of common data with non-standard formatting, 

there were some issues in the data that needed to be pre-processed out. First, the OCR is only as 

good as the original receipts. After a number of unsuccessful attempts at extracting the total from 
the JSON files, we realised that the label they had manually assigned to an example wasn’t 

always the same as the CORD JSON files, and the labels all needed to be adjusted to match the 

JSON version of the total. That was determined to be preferable to adjusting the CORD data to 

match the actual totals on the images, as it might introduce some unforeseen error in the data and 
would take significantly longer. As an example, the OCR total on the receipt pictured in figure 3 

should be 23,000 Indonesian rupiahs, which is worth approximately 2 Canadian dollars. 

However, since the receipt separated the digits with a period, the OCR and the machine learning 
model were reading the total as 23.0 Indonesian rupiahs, about a fifth of a Canadian cent. These 

types of issues were identified in over 200 of the original 1,000 CORD examples – all but 18 

were able to be corrected, with the outstanding examples being left out of the dataset for training. 
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Figure 3. Example CORD image that did not have matching OCR total to manually identified total. 
 

The next most obvious problem to correct was that the CORD JSON files were much longer than 
necessary. The first pass at pairing down the JSON files reduced the length of the files by 

approximately 95%, regarding the number of lines. Each line in the new "trimmed" JSON files 

consisted of eight integers each separated by a comma and space, ending in a string. The string is 
some text identified on the image and the eight numbers are coordinates of the bounding box of 

that text on the receipt image. As a result, each line had the format "X1, X2, X3, X4, Y1, Y2, Y3, 

Y4, TEXT" where the x and y values are directly transcribed from the coordinates of the corners 

of the bounding box identified in the original CORD JSON file. Keeping the important metadata, 
while getting rid of all the unnecessary formatting was essential to bringing the files down to 

manageable lengths. Instead of 388 total lines in the JSON file pictured in figure 4, that particular 

example was reduced to only 20 lines; with each line corresponding to a single token identified 
on the receipt. 8 integers which represent bounding box coordinates and a string token. 
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Figure 4. CORD receipt image (left), associated CORD JSON file (centre), associated  

trimmed JSON file (right) 
 

Other formats were attempted in order to get examples which were as short as possible without 
losing any information. Firstly, the string values on the receipts were mapped to integer values 

which correspond to an index in a dictionary created as files were being processed. This is 

because a regression model will only operate on numerical values. Since the string information 

being translated into numerical data was only valuable to provide context for the actual numbers 
on the receipts, it was decided to leave the numbers on the receipts untransformed. To make a 

clear distinction between untransformed numerical data on the receipts and strings converted into 

numbers using the dictionary indices, each transformed integer was converted to a floating-point 
number with an arbitrary “.529” appended to the number, which holds no meaning other than it is 

never found on the actual numerical data in any of the receipts. These modifications change the 

file from the rightmost file in figure 4 to the file in figure 5, which both correspond to the same 

sample file from the original CORD dataset. The coordinates are unchanged, though have been 
converted to floating point values, and the data from the receipts have either been converted to 

floating point numbers from strings, which end in “.529” or have remained unchanged. The 

dictionary values are arbitrary, in that they don’t signify anything other than the order tokens 
were identified in the pre-processing step; however, each word is only tokenized once, meaning 

every subsequent instance of that same string token will be converted into the same numeric 

value. 
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Figure 5. Trimmed CORD JSON file (left), associated integer-translated file (right) 
 

The last major shift to the original CORD JSON files was an attempt to reduce the file lengths, in 
case long sequences were causing vanishing gradient issues that caused training to be 

unsuccessful. Instead of including the coordinates of the four corners of the bounding box for 

each piece of data identified in the receipts, we identified the centre of the bounding box with 
coordinates, followed by the height and the width of the data. This preserves the metadata of the 

size and position of the text but reduces the number of tokens in the sequences by almost half in 

every file. An example is shown in figure 6. 

 

 
 

Figure 6. CORD Integer-translated file (left), associated shortened file (right) 
 

4. EXPERIMENTAL WORK AND RESULTS 

 
We found it reasonable to start by overfitting an algorithm to the sample data, and work on 

reducing overfitting as much as possible from that point. With that in mind, and with an open 
mind on what specific model setup might achieve the best results for this uncommon machine 

learning task, a python script was developed that was malleable at runtime in order to populate 

the model with many different varieties of layers, activation functions, computation nodes, loss 
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functions, optimizers, epochs, batch sizes, learning rate, dropout, and file changes. The script 
pulls the appropriate pre-processed files and creates the model specified by user input, then trains 

for the given number of epochs. After training, the model makes predictions on a small number 

of examples, some from the training data and some from holdout data not used for training, and 

we evaluate how the predictions line up with expectations. One would expect predictions to be 
near perfect for the training examples, and be wildly inaccurate for the holdout data, at least 

initially when overfitting was taking place as expected. Unfortunately, the model never moved 

past making the same static prediction after every run. The number would be different every time 
a new model was created and trained, even if all the parameters were the same as a previous 

model, but the model would always output some static number as its prediction of the total on a 

receipt regardless of the training parameters. 
 

As a result of this, hundreds of experiments were performed, with many changes to the model’s 

structure in an attempt to find the right configuration to produce some reasonable results, since 

overfitting to the training data was expected. After many tests without significant improvement, it 
was determined that the small number of available examples might be holding back the model. 

The original 1,000 CORD examples were the most abundant dataset we could find for files that 

contained common data in non-standardised presentation, but 1,000 training examples is not an 
abundance of data from the point of view of machine learning in general. To overcome this 

problem, examples were augmented in a very careful way, because the relative position of labels 

and corresponding numerical data was considered important to the model’s training, and size of 
the text on the receipts was considered important to the model’s training. So that meant we 

couldn’t reasonably modify the data on the receipt, nor the height / width of some elements of the 

receipt and not others, nor the position of some elements of the receipt and not others. The choice 

was made to augment the data by modifying the positions of every datapoint on a given receipt in 
the same way. Relative positions are protected, as is everything else that was deemed important 

to the training but having the positions change should be a significant enough change that the 

model will be able to use the new example and learn from it, not so similar that we’re just 
showing the same example multiple times. 

 

 
 

Figure 7. CORD shortened file, augmented by increasing X and Y 
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Since the coordinates didn’t contain the total area of the original image, there was no upper 
bound on the coordinates for the data within each example. By incrementing the x, and y 

coordinates - the original 1,000 training examples was augmented up to 80,000 examples 

originally, then 500,000 examples for good measure, to ensure that the amount of training 

examples was not a limiting factor in the model training. 
 

The following is an example model that demonstrates the type of training undertaken for this 

research. Tensorflow [19] is used to train models, which uses underlying the Keras [20] 
architecture. This particular model was trained with three Long-Short Term Memory (LSTM) 

[21] layers, then thirty Dense layers with rectified linear unit activation functions. Each LSTM 

layer had 512 computing nodes and each Dense layer had 256 nodes. The model used the Adam 
optimizer and used mean absolute error to measure loss. The learning rate was constrained to 

0.0001 to prevent overshooting the solution during optimization, and dropout of 0.33 was applied 

in between each layer to increase variance and attempt to prevent the model from falling into a 

local minimum during optimization. 20 Epochs were chosen as being a sufficient amount of 
training time to determine if the model would learn anything – measured by observing if the loss 

function plateaued or continued to drop as epochs continued. Most tests started plateauing after 

only 10 epochs, so if a model didn’t show any plateauing after 20 it was a good candidate for 
further study. The input shape of the model is (135, 1) and between each layer the shape changes 

to (135, 256) to allow the model many variables to adjust that might affect the overall learning. 

The very last Dense layer of the model has a linear activation function and output shape of (1), 
since we’re only measuring the total in this experiment – no other variables. Following training, 

which is all logged to track changes in loss, predictions are made on twenty examples, ten from 

the training dataset and ten from a holdout set not used on training. Accuracy is measured by how 

close the predicted total is to the actual total on the label.  
 

5. ANALYSIS OF RESULTS 

 
After the data augmentation and studious retesting with ambitious model configurations, the 

obtained results were not satisfactory to be used in real commercial applications. It is believed 

that the size of the training data is very small to properly train a deep neural network. Even 
though the data augmentation stage has created 80,000 samples, the decision to keep relative 

position and size consistent, as well as keeping receipt data unmodified, may have resulted in 

augmented data being too similar to the original data. As a result, the model has been trying to 
train on only 1,000 training examples - clearly too few examples for most machine learning 

algorithms. In order for the proposed model to provide satisfactory results, it is essential to 

increase the number of independent training samples to give the neural network an opportunity to 
learn. Our main concern at that point was whether it would be possible to train the network 

within feasible time limits. Therefore, we conducted a set of experiments to identify the 

relationship between the number of training samples and the average training time per epoch. 

During these experiments, the augmented data, as described in Section 4, was used. It is believed 
that the augmented data will have the same influence on the average training time per epoch as 

the true data. The conducted experiments have demonstrated that the relationship between the 

number of training samples and the average training time per epoch has a low rate of growth. 
This is evident from the fact that increasing the number of training samples from 1,000 actual 

data to 80,000 augmented data has resulted in an increase of the training time by a factor of 

approximately 43. Figure 8 presents the relationship between the number of training examples 

and the average training time per epoch. Upon the availability of a larger database of receipts or 
health insurance claims, the model can produce promising results. 
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Figure 8. Comparison of the average time per training epoch (in seconds), for experiments run with 1,000 

and 80,000 training examples. 

 

6. CONCLUSION AND FUTURE WORK 

 
In conclusion, automatic data standardisation would benefit many industries such as insurance 

claims processing, accounting, or government documents. The concept of machine learning-
enabled automatic data standardisation of physical documents such as receipts seems possible 

given currently available technologies. The paper presents a general framework for data 

standardization that can be employed in various applications. As a proof of concept, a deep neural 
network was built and trained using restaurant receipts images from CORD dataset. A regression 

model was used to predict the total value on a receipt. Due to the relatively limited number of 

samples, a data augmentation stage was proposed. The experimental work has demonstrated that 

with a less restrictive dataset, promising results might be accomplished. Future work in this area 
includes trying to find a larger data set that can provide better training to the model; approaching 

this machine learning task as a Natural Language Processing (NLP) task [22], specifically a 

Named-Entity Recognition task for such applications as finding a total on a receipt; and 
approaching this as an object-detection (OD) task given that OCR will allow for easy collection 

of the bounding boxes of all information on the receipt. Work on NLP or OD applications can 

occur simultaneously with attempting more configurations on the regression version of the task. 
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