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ABSTRACT 
 

This paper represents a feature extraction method constructed on the local binary pattern (LBP) structure. 

The proposed method introduces a new adaptive thresholding function to the LBP method replacing the 

fixed thresholding at zero. The introduced function is a Gaussian Distribution Function (GDF) variation. 

The proposed technique uses the global and local information of the image and image blocks to perform 

the adaptation. The adaptive function adds to the on-hand im-age’s features by preserving the information 

of the amplitude of the pixel difference rather than just considering the sign of the pixel difference in the 

process of LBP coding. This feature improves the accuracy of the face recognition system by providing 

additional information. The proposed method demonstrates a higher recognition rate than other presented 

techniques (%97.75). The proposed method was also tested with different types of noise to demonstrate its 

effectiveness in the presence of various levels of noise. The Extended Yale B dataset was used for the 

testing along with Support Vector Machine (SVM) as classifier.  
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1. INTRODUCTION 
 

Face recognition as a non-intrusive biometric system shows a promising future in terms of the 

scope of application. All these together make face recognition a desirable research topic. Over the 

past few decades, significant improvements have been brought to face recognition systems. The 

early methods were slow, complicated, and relatively unreliable, with a low accuracy rate. 
 

These days, face recognition systems are far more trustworthy, consistence, easier to implement, 

and comparatively fast. These systems can be found vastly in any number of practical 

applications, from security to marketing and customer service to safety. However, there is still 

plenty of room available to make enhancements. For instance, one of the most important 

parameters of a face recognition system is that system’s accuracy. In most applications, accuracy 

is preferred over speed. Recently, methods and approaches have been introduced to the field that 

provide a promising recognition. Figure 1 demonstrates the block diagram of a general face 

recognition algorithm. 

http://www.airccse.org/journal/ijaia/current2022.html
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Figure.1. Steps of a face recognition system 

 

As figure 1 shows, the four main stages of the algorithm that are in reality involved in the 

computation are 1) pre-processing, 2) face detection, 3) feature extraction, and 4) Classification. 

Improving the operation of any of these stages could result in a system with a higher recognition 

rate. For the pre-processing stage, [1] and [2] suggested methods to enhance the illumination of 

the image while preserving the texture information and by creating a more uniform global bright-

ness on the image and therefore increasing the features, boosting the recognition rate. Techniques 

employed in the face detection section [3] and [4] promote the accuracy of the system by 

removing the unnecessary and excess information from the face image, such as background, hair, 

and sometimes even forehead, to reduce the computational load of the system as well as decrease 

the chance of error by narrowing down the choices for the system. Other approaches [5] and [6] 

try to utilize the most suitable classifier based on the type of dataset that they are working with to 

optimize the system’s operation and improve the rate by that.  
 

The feature extractor has the highest weight in defining the complexity of the system. In addition 

to that, some of the system’s properties directly come from this stage, features such as robustness 

against noise, speed, and most of the computational complexity. Feature extraction, mainly, can 

be divided into two major categories: 1) holistic-based methods, which tend to reduce the 

dimensionality of the face image while maintaining the essential required information. Principle 

component analysis (PCA) [7], linear discriminant analysis (LDA) [8], and local binary pattern 

[9] are examples of this approach. 2) Methods that are based on the features of the frequency 

space of the image, such as discrete cosine transform (DCT) [10] and Gabor wavelet [11].  
 

Computational complexity is a parameter that plays a determining role in selecting an extraction 

technique. Due to its computational simplicity, strength against illumination variation, and ease 

of implementation, the local binary pattern (LBP) is one of the most popular techniques for face 

recognition. Though the conventional local binary pattern has its downsides, nevertheless, the 

advantages outweigh the shortcomings. This paper proposes a new approach to LBP for face 

recognition using a new adaptive function in the operator's structure. The new operator is 

modified to adapt based on a variation of the gaussian distribution function. The idea for this 

improvement comes from a conventional LPB's weaknesses: having a fixed threshold.  
 

The contributions of the proposed method are 1) The new adaptive threshold by replacing the 

traditional way of thresholding at zero, maintains the information that is hidden in the amplitude 

of the pixel difference, 2) The proposed method improves the accuracy of the system by 
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introducing the adaptive thresh-old function and a new error function to replace the fixed zero 

thresholding in conventional LBP, 3) In addition to that, the proposed method improves the 

robustness of the system against the noise. 
 

The rest of this chapter is structured as follows: Section 2 briefly explains the theory of LBP. The 

shape of the proposed system is explained in detail in section 3. Section 4 includes the results of 

the experiment with the proposed method. Finally, the conclusion is stated in section 5. 

 

2. LOCAL BINARY PATTERN 
 

Among different existing methods of feature extraction, LBP is one the most widely used 
techniques, especially in face recognition applications, due to its ease of implementation and 

successful outcomes. The LBP is a local appearance-based method that extracts the image's 

texture features by comparing each pixel with its neighbours. There is no training requirement 
which makes it fast and easily integrable into the new data sets, and also, it is robust to rotation, 

scaling, and illumination variation. 

 

Local pattern and grayscale contrast are two paired elements that are used to form the histogram. 
The idea was first introduced by Ojala et al. in 1996 [12]. The initial LBP operator considers a 3 

by 3 window of neighbouring pixels to assign a tag to a pixel. This is called LBP coding. The 

three neighbouring pixels provide   levels to form the histogram as the feature map. 

Later on, the system was modified to adopt a different window size than the original 3x3. 

Furthermore, a circular area, as well as bilinear interpolation, were introduced to improve the 
freedom of choice for selecting the neighbours’ number. The figure 2 shows the concept of the 

LBP neighbour selection process. 

 

 
 

Figure.2. Radius and number of neighbouring pixels in LBP 

 

P and R are the number of pixels and radius of the circle, respectively. These two parameters 
determine the pixels that are used to be compared with the center to create the LBP code. Now 

that the algorithm specified the pixels involved in the process, the next step is finding the 

difference between the reference pixel in the center and other pixels. The calculated pixel 
difference ultimately denotes the LBP code based on the equation (1). Figure 3 depicts this step 

for a sample.  

 

   (1) 
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where  is the LBP code of the pixel p,  is the number of pixels, and  is pixel difference. 

 

 
 

Figure.3. An example of LBP coding execution 

 

Finally, a decimal number is calculated based on the binary code created by the algorithm. The 
following equation shows the process of computing this value. 

 

   (2) 

 

The other variable in this setting is the direction of rotation which defines the sequence of the 

pixels and gets two values, clockwise and counter clockwise. We also can set the starting point in 

the process of decimal production, which should be the same for all the pixels of the image. 
 

Now that the image is converted into a series of decimal values created based on the relationship 

between each pixel and its neighbours, the next step is generating the image's histogram. Albeit 
the histogram development is done on the blocks of the image rather than the whole image. The 

diagram of these steps can be seen in figure 4. 

 

 
 

Figure.4. Histogram of an image based on the LBP code 
 

2.1. Pros and Cons of The Conventional LBP 
 

As mentioned before, LBP is considered one of the most reliable texture feature extraction 

methods. Many researchers in the field of face recognition employed LBP as the feature extractor 

for their system. The features like simplicity and robustness against monotonic changes in the 
image, such as illumination variation, rotation, and scaling, help in that regard. However, when it 

comes to maximum potential, one major flaw is that the conventional LBP employs a fixed zero 

threshold for the pixel difference, only considers the sign of the , and dismisses the amplitude. 

A fixed zero threshold increases the sensitivity of the system to noise, and important information 

in the amplitude is missed, which decreases the accuracy of the method. 
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3. PROPOSED METHOD 
 
Monotonic changes in the face image are the most affecting occurrences that alter the final results 

of the face recognition algorithm. Illumination variation, as one of these changes, shifts the pixel 

intensity of the image and thus changes the pixel difference . However, it can be determined 

from (1) that this variation is not completely reflected since the algorithm only considers the sign 
of the difference and omits amplitude. Needless to say, that important information about the 

image can be extracted from the dismissed amplitude. In addition to that, the fixed zero threshold 

in conventional LBP adds sensitivity to noise and makes the system vulnerable. This comes from 
the fact that an added noise can change the binary bits from zero to one or vice versa by bringing 

a slight alteration. To overcome these issues, we propose to replace the zero thresholding for the 

pixel difference with an adaptive function, as is shown follows: 
 

   (5) 

 

Here  refers to the block number,  is the number of pixels, and  is the adaptive threshold 

function.  

 

The block size and numbers are fixed in our proposed method. But the threshold adapts to the 
global and local information of the image and blocks. We based the threshold function on the 

cumulative density function (CDF) of the Gaussian distribution function anticipating having both 

strong and responsive LBP features, as below: 
 

  (6) 

 

Where  is the number of image blocks,  and  are standard deviation and global mean, and  

and  are the mean and standard deviation in a frame of the image. The error function is defined 

by   as below: 

 

     (7) 

 

Figure 5 illustrates the proposed adaptive threshold for different values of  and . 

 

 
 

Figure.5. The proposed adaptive thresholding function with three different mean and standard deviation 
values 
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Finally, substituting (4) into the main framework of the LBP in (3) provides the ultimate LBP 
coding of the proposed method (AdT-LBP): 

 

  (8) 

 

Also, worth mentioning that noise properties have a governing role in the development of the 

threshold function. Increases in the noise will result in a rise in the value of the threshold function 
and vice versa, which can be translated to more robust LBP features. 

 

4. EXPERIMENTAL RESULTS 
 
In this section, we conduct two experiments and simulations and compare the results with other 

existing approaches to evaluate the effectiveness of the proposed method over the others. We first 

need to define a face recognition system based on the diagram in figure 1. For the pre-processing, 

our system employs a simple image resize and normalization. The feature extraction obviously is 
the method proposed in this paper (AdT-LBP), and finally, for the classifier, we decided to go 

with the support vector machine (SVM). The selected dataset for the experiments is Extended 

Yale B. The first experiment compares the recognition rates of several existing face recognition 
systems with different feature extraction methods with the results of the proposed technique. In 

the second simulation, two different types of random noise (Salt & Pepper and Gaussian) are 

added to the database, and the effect of these noises on the accuracy is investigated for the 

previous approaches as well as the proposed method (AdT-LBP). In the following, a brief 
introduction to the SVM and dataset is presented before we get into the results. 

 

4.1. Extended Yale Dataset [14]  
 

The Extended Yale Dataset of face images contains a 28-subject expansion of the original Yale B 
Dataset. The dataset includes 21888 photos from a mono lighting setup. Thirty-eight individuals 

participated in the experiment, with a total number of 576 viewing conditions. For each member, 

a sample with background illumination was captured, accompanied by a specific head pose of 
that person. Extended Yale B Dataset is divided into 5 distinct subgroups based on the angle 

between the light source, direction and the camera axis, and lighting situation. Subgroup 5, based 

on our experience, has the most challenging lighting condition and, in most cases, shows the 

lowest recognition rate. 
 

4.2. Experimental Setup 
 

4.2.1. First Experiment 

 

In the first experiment, we compare the accuracy of the proposed system with other face 
recognition methods. The Extended Yale B dataset is selected for the experiment. Our proposed 

system uses SVM as the classifier. All the images of the database are resized to 64x64 prior to 

being fed to the algorithm. We used 40 random samples for training and 40 random for the test. 
Table 1 contains the results of the simulation. These results are gathered from the average of 20 

runs of the algorithm on the dataset. 
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Table.1. %Recognition rate of different methods  

 
Method Recognition Rate 

LDA+IPMML [15] 81.74 

MRF [16] 78.11 

LBP + SVM [17] 84.38 

SVD+HMM [18] 95.56 

Proposed Method  97.75 

 
As we can see, the proposed method has a higher recognition rate than other techniques. 

 

4.2.2. Second Experiment 

 
In this simulation, the algorithm is tested against image noise. Two different types of noise, salt 

and pepper and Gaussian noise, are added to the samples, and their effects on the recognition rate 

are investigated. These two noises are categorized into two groups. Noise #1 is Gaussian noise 
with mean = 0 and variance = 0.05. Noise #2 is Salt and Pepper noise with noise density = 0.06. 

Note that these noises are also added to the inputs for other methods. The proposed system in this 

experiment has the LBP as the feature extractor and SVM as the classifier. We used the Extended 
Yale B database for training and testing. All the images of the database are resized to 64x64 prior 

to being fed to the algorithm. We used 40 random samples for training and 40 random for the 

test. Table 2 contains the results of the simulation. 

 
Table.2. %Recognition rate of several face recognition systems in the presence of two different types of 

noise compared to the proposed method 

 

Method Recognition Rate Noise #1 Noise #2 

LDA+IPMML [15] 81.74 73.53 ↓8.21 66.2 ↓15.54 

MRF [16] 78.11 66.93  11.18 60.75 ↓17.36 

LBP + SVM [17] 84.38 74.56  9.82 68.79 ↓15.59 

SVD+HMM [18] 95.56 87.94  7.62 83.35 ↓12.21 

Proposed Method  97.75 96.38  1.37 93.2 ↓4.55 

 
The second experiment shows that the proposed method has the lowest decrease in the 

recognition rate with the added noise. 

 

5. CONCLUSION 
 

This research proposed a new adaptive thresholding function for the LBP feature extractor in face 

recognition applications. The new function is based on a variation of the Gaussian distribution 

function. The proposed approach eliminates the shortcomings of employing fixed thresholding at 
zero in conventional LBP. The proposed technique amplifies the resistance of the LBP against 

noise by changing the threshold from zero to an adaptive function. Also, by considering the 

amplitude of the pixel difference and utilizing it in the computations of the LBP code, the 
proposed system preserves a significant part of the image information previously neglected in 

conventional LBP. In the course of this research, the new adaptive thresholding approach is 

evaluated by comparing the accuracy of a face recognition system that makes use of the 

introduced feature extraction technique and SVM classifier with other existing methods. The 
Extended Yale B dataset is used as the test set. The proposed method shows a higher recognition 

rate than other existing techniques. Also, to evaluate the system's behaviour against noise, we 

added two types of Gaussian and Salt and Pepper noise to the dataset and measured the new 
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recognition rate of the system. The proposed method also improves the robustness of the system 
against the noise.  
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