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ABSTRACT 
 
Facial recognition (FR) is a pattern recognition problem, in which images can be considered as a matrix of 

pixels.There are manychallenges that affect the performance of face recognitionincluding illumination 

variation, occlusion, and blurring. In this paper,a few preprocessing techniques are suggested to handle the 

illumination variationsproblem. Also, other phases of face recognition problems like feature extraction and 

classification are discussed. Preprocessing techniques like Histogram Equalization (HE), Gamma Intensity 

Correction (GIC), and Regional Histogram Equalization (RHE) are tested inthe AT&T database. For 

feature extraction, methods such as Principal Component Analysis (PCA), Linear Discriminant Analysis 

(LDA), Independent Component Analysis (ICA), and Local Binary Pattern (LBP) are applied. Support 

Vector Machine (SVM) is used as the classifier. Both holistic and block-based methods are tested using the 

AT&T database. For twelve different combinations of preprocessing, feature extraction, and classification 
methods, experiments involving various block sizes are conducted to assess the computation performance 

and recognition accuracy for the AT&T dataset.Using the block-based method, 100% accuracy is achieved 

with the combination of GIC preprocessing, LDA feature extraction,and SVM classification using 2x2 

block-sizingwhile the holistic method yields the maximum accuracy of 93.5%. The block-sized algorithm 

performs better than the holistic approach under poor lighting conditions.SVM Radial Basis Function 

performs extremely well on theAT&Tdataset for both holistic and block-based approaches. 
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1. INTRODUCTION 
 

Biometric recognition includes various techniques like fingertips, face recognition, and iris 
methods. Except FR, other methods demand an individual’s involvement to access the system. 

Among such methods, face recognition is a powerful technique that can be carried out in a covert 

manner [6]. FR has undergone significant advancements in recent years and has been widely 

implemented in various applications including access control systems, driving licenses [2], 
passport authentication, smartphones, public safety [3] criminal identification [1], and network 

security [4].However, the performance of face recognition is affected by many factors like 

occlusion, aging, similar faces, expression variation, and resolution [5]. These poor conditions 
significantly impact the facial recognition system resulting in inaccurate identification. Face 

imagesare often affected by illumination variation. Even with the best face recognition systems, 

the recognition accuracy may beaffected by illumination variation [17].  
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Image preprocessing is a technique to convert raw image information into perfect data, as the raw 
image may have noisy, incomplete, and/or unpredictable values [15]. There are many 

preprocessing algorithms available in the literature to improve the captured image in turn 

boosting the recognition rate. Some popular techniques include but are not limited to Image 

normalization, de-nosing, HistogramEqualization, image resizing, and cropping. Image pre-
processing is performed before the feature extraction phase [16].  

 

Feature extraction is one of the important phases of face recognition. Numerous feature 
extraction methods are applied to extract features of facial images [18]. Some of the extensively 

applied feature analysis methods are Principal Component Analysis (PCA), Linear Discriminant 

Analysis (LDA), Local Binary Pattern (LBP), and Independent Component Analysis (ICA). 
 

The output of the feature extractor is fed as the input to the classifier. Facial images are classified 

by applying a wide range of classifiers to the respective classes of faces [19]. A few examples of 

popular classifiers are Random Forest (RF), K-Nearest Neighbor (KNN), and Support Vector 
Machine (SVM) 

 

2. RELATED WORK 
 
In recent times, automatic face recognition systems obtained the highest accuracy incontrolled 

environments. Yet, there are challenges that need to be addressed in uncontrolled environments 

[20]. Illumination variation is one of the greatchallenges that must be handled properly to 

achievehigher accuracy in the FR system. Various approaches have been recommended to resolve 
this problem. In this paper, a few preprocessing methods to handle the illumination variation 

problem are suggested [20]. 

 
Histogram Equalization (HE) is one of the widely applied normalization methods in 

preprocessing. Equalizing a histogram is to extend and reorganize the original histogram using 

the whole range of discrete levels of the image [10]. The histogram equalization does not work 
well when there is a non-uniform illumination variation.   

 

For the image I (x, y) with discrete k. gray values, histogram is defined by the probability of 

occurrence of the gray level I [27], given by Equation (1) as follows: 
 

P (i) = ni / N                    (1) 

 

Where i∈0, 1…k – 1 grey level and N is total number of pixels in the image. 

 

HE is applied to the entire image and RHE is performed on smaller regions within the image. The 

image is divided into regions and histogram equalization is applied separately to each region. 
This method enhances each region’s contrast independently [8], which preserves the details and 

prevents noise that can occur with global HE 

 
Another type of HE recommended in literature is namely Contrast Limited Adaptive Histogram 

Equalization (CLAHE), which works extremely well under local lighting varieties [9].  

 
GIC is a preprocessing technique that can be applied to control the overall brightness of the 

image. It is a nonlinear approach shown in Fig.1.While usual image normalization techniques like 

scalar multiplication and addition/subtraction perform linear operations on individual pixels [13], 

GIC [12] shown in Fig. 1 is applied to correct the differences between the content captured by the 
camera the manner in which the display device displays, content and the way the human visual 
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system handleslight. GIC transforms gray-level I to gray-level 𝐼1/𝛾andt is given by the following 

equation (2). But Gamma Correction does not eliminate problems like shading effects [10]. 
 

I=𝐼1/𝛾   (2) 

 

 
 

Figure 1.Gamma Intensity Correction 

 

The adaptive Gamma correction method was recommended [14] to overcome the limitations of 

simple gamma correction. It partitions the value of the gray-scale image into three 
partshighlights, transition, and shadow, and then creates the nonlinear association between the 

gray-scale value and the Gamma value 

 

The feature extraction process is the next step in face recognition. By applying the LBP operator, 
the features of the image are extracted by partitioning into small areas called blocks and then the 

binary pattern histograms are extracted [11]. T. Ojala et al. [7] introduced the original LBP, which 

is a powerful extractor to represent image texture. 
 

Not all the features extracted from feature extraction are useful data. To process the huge 

extracted dataeffectively, its dimensionality must be decreased. Basically, dimensionality 
reduction converts data with higher dimensionality to a lower dimensionality through a linear 

transformation.Principle component Analysis (PCA) is the best example ofa dimensionality 

reduction technique. The reduced meaningful data representation must have a dimensionality that 

corresponds to the intrinsic dimensionality of the data [29].The intrinsic dimensionality of data 
represents the number of variables needed in a minimal representation of the data [30]. 

 

During the conversion, most representative data is kept and the noisy, redundant data is removed. 
Because of this feature, PCA is extensively applied as a dimensionality reduction tool in face 

recognition systems [24].In this paper, the optimal number of features required for each feature 

extraction method to get the highest accuracy is discussed. 

 
Linear Discriminant Analysis (LDA) explicitly aims to model the difference between the data of 

various classes. LDA performs extremely wellin face recognition applications, by decreasing the 

intra-class variation that occurs between individuals in the same class due to illumination 
variation and increasing the inter-classvariation in appearance due to differences in identity [25]. 

Independent Component Analysis (ICA) is a general form of PCA [25]. PCA optimizes second-

order data, which is the covariance matrix. But ICA optimizes higher-order data like kurtosis. For 
face recognition applications, it is necessary to understand the higher-order relationship between 

the pixels.ICA performs better than PCA in FR [26]. 

 

SVMs fall under the category of maximum margin classifiers. SVM carries out classification 
between two classes by detecting a decision margin that has thegreatest distance to the nearest 
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points in the training set which are known as support vectors [31]. SVMs are effective binary 
classifiers that search the feature space for a decision hyperplane that maximizes the difference 

between two classes (-1 and 1) [21][22][23]. Although SVM handles non-linearly separable data 

using kernelfunctions, SWMs are most successful when the data is linearly separable. However, 

SVMs can be computationally intensive when working with large datasets and non-linear 
functions. 

 

Hongshuai Zhang etl [32] recommended a face recognition model that makes use of the LBP 
feature and CNN. LBP is applied to transform the image to a feature map, then the LBP feature 

map is applied to CNN as the input train CNN. The recommended combination of LBP and CNN 

performed better in terms of accuracy, sensitivity, and specificity compared to applying CNN 
alone. 

 

Dadi, Harihara Santosh, and others suggested a face recognition method, in which the Histogram 

of Oriented Gradient is applied as a feature extractor and SVM as s classifier[33].Extracted 
features from HOG are fed to the Support Vector Machine classifier. The system achieved a good 

accuracy of 92% in the Yale database 

 

3. EXPERIMENT 
 

Experiments are conducted in the AT&T database, which consist of 400 images [28]shown in 

Fig.2 using the holistic and block-based methods.In this experiment, 80% of the data was used 

for training and the remaining 20% for testing. Experiments are conducted to find the optimal 
number of features that would result in the highest accuracy rate and the best parameter values 

for various preprocessing techniques. 

 

 
 

Figure 2. Sample Images from AT&T database. 

 

3.1. Holistic Method 
 
The holisticmethod shown in Fig.3 accepts the entire facial image as the input. In this method, the 

preprocessing methods are applied to the complete image. Then the image is block sized. 

 

 
 

Figure 3.Implementation of the holistic approach 
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HE, GIC, and RHE are commonly used methods to enhance image quality before features are 
extracted. In HE, the overall illumination and visibility of details in an image are enhanced. This 

is achieved by redistributing the intensity value across the entire range. In the given dataset, the 

intensity values range from 0 to 255, which represents the pixel’s illumination. The first stage in 

HE is to plot the histogram of the image, which is the frequency of each intensity value. Then, the 
CumulativeDistribution unction (CDF) of the histogram was calculated. The CDF is the 

probability of each intensity value occurring in the given image. After, the CDF was normalized 

to cover the intensity values ranging from 0 to 255, anda mapping function was created. Then, 
new intensity values were assigned to the original input image based on the mapping function. 

 

GIC was applied to the input images. The overall brightness of the image can be controlled by the 
gamma value (γ). When γ is less than 1, the image appears brighter because the low-intensity 

values are heightened. In contrast, when γ is greater than 1, the image appears darker as higher 

intensity values are amplified. The three gamma values, 0.7, 1.5, and 2.2, were tested and the 

results are given in Table 5. 
 

For feature extractionPCA, LDA, ICA, and LBP methods are applied. Using PCA, the data points 

with the greatest variance are extracted, which also contain the most useful information. This 
reduces the computational burden significantly and eliminates any redundancy of features.When 

the number of feature vectors increases, the computational burden also increases but it givesmore 

accuracy.  
 

The other hyperparameters, namely the kernel (Radial Bias Function (RBF) in this case) and 

gamma were found through the trial-and-error method. To decide the best kernel, all the basic 

kernel functions like Linear, Polynomial, and Radial Basis Functions (RBF) are tested. Based on 
the results, RBF is chosen as the best kernel function for all cases. To find the best gamma value, 

an arbitrary value was set first, and from multiple trial-and-error iterations, the best gamma value 

which gave the best performance for each case was found. The parameters used for the Holistic 
method for all the preprocessing methods like HE, GIC, and RHE are given below in Table 1. 

The accuracy rates are given in Table 2 

 

SVM is applied as a classifier in this experiment. SVMs are binary classifiers meant to optimally 
separate two sets of data by using straight lines. There are two general approaches tofinding the 

optimal hyperplane, the first being a maximum-margin hyperplane, in which the aim is to place 

the hyperplane “in the middle” of both data clusters to maximize the distance from the 
hyperplane to both clusters [15]. A soft margin differs in that it allows for some misclassifications 

to account for anomalous data points [15]. The number of misclassifications allowed is generally 

tuned using the hyperparameter C. This type of margin was selected for the SVM used in this 
experimentas indicated in the last column of Table 1. 
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Table 1: Parameters for classification using the whole image 

 
Preprocessing Feature 

Extraction 

Kernel Gamma C 

HE LDA RBF 35 1 

HE PCA RBF 15 1 

HE LBP RBF 0.007 1 

HE ICA RBF 15 1 

GIC LDA RBF 35 1 

GIC PCA RBF 15 1 

GIC LBP RBF 0.05 1 

GIC ICA RBF 15 1 

RHE (4x4) LDA RBF 15 1 

RHE (4x4) PCA RBF 20 1 

RHE (4x4) LBP RBF 0.007 1 

RHE (4x4) ICA RBF 10 1 

RHE (4x4) PCA 85.5 

RHE (4x4) LBP 76.5 

RHE (4x4) ICA 90.75 

 
Table 2:Accuracy results for facial recognition using whole image for classification (holistic approach) 

 
Preprocessing Feature Extraction Accuracy (%) 

HE LDA 86.5 

HE PCA 90 

HE LBP 73 

HE ICA 90 

GIC LDA 91.75 

GIC PCA 93.5 

   

GIC LBP 79.25 

GIC ICA 93.25 

RHE (4x4) LDA 71.75 

 

3.2. Block-Based Method 
 

It is difficult to achieve higher accuracy using a holistic approach, as it is affected by illumination 

variation. The block-based method shown in Fig.4 is different from the holistic approach, as the 

input image was divided into smaller sub-images/blocks and each sub-image was processed 
separately. The separate blocks would be recombined at the end with their classifier scores 

summed up to determine the class of the input image. The general steps for the block-sizing 

approach are given as follows. 
 

A specialized preprocessing technique called RHE is applied in the block-based method. It is an 

extension of the traditional histogram equalization that applies to local regions of the image. 
 

 
 

Figure 4.Implementation of Block-sized Method 
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Instead of implementing HE globally to the entire image, RHE is performed on smaller regions 

within the image. The image is divided into N-by-N non-overlapping regions and histogram 

equalization is applied separately to each region. This method enhances each region’s contrast 

independently, which preserves the details and prevents over-amplification of noise that can 
occur with global HE. The number of blocks (N-by-N) is a variable parameter. The experiment is 

conducted for 2x2, 4x4, and 8x8 block sizes,and the accuracies are tested for each block size 

given in Table 6. 
 

For the GIC preprocessing technique, the most optimal gamma value was assigned to each block, 

depending on the mean pixel intensity.Three gamma correction factors with the values 1.8 (low), 
1.5 (medium), and 2.2 (high) are chosen based on the measured brightness of the region by trial-

and-error method.  

 

In the block-sized approach, feature extraction was applied to each block as an individual image. 
The optimal number of features necessary to achieve the highest accuracy is the same for both 

holistic and block-sized methods. Results are given in Table 3. Support Vector Machine (SVM) is 

applied as a classifier for block-sized methods also. Parameters for classifying different values of 
Regional Histogram Equalization (RHE) for different block sizes is given in Table 4. Optimal 

Parameters for preprocessing for both Holistic and Block-sized  Approaches are given in Table 5. 

Accuracy ratesof the block-sized approach for various block sizes are given in Table 6. 
Parameters for classification using the block-sized approach are given in Table 7.  

 
Table 3: Parameters for feature extraction for both Holistic and Block-sized Approaches 

 
Method Number of 

Components 

Linear Discriminant Analysis (LDA) 4 

Principal Component Analysis (PCA) 9 

Local Binary Pattern (LBP) 8 (neighbor pixels) 

Independent Component Analysis (ICA) 12 

 

The performances of different block sizes for RHE for each feature extraction method are 

evaluated. The final parameters used in those tests are shown in Table 4 

 
Table 4: Parameters for classifying different values of RHE block sizes 

 
RHE Block Size Feature Extraction Gamma 

2x2 LDA 20 

2x2 PCA 10 

2x2 LBP 0.007 

2x2 ICA 10 

4x4 LDA 15 

4x4 PCA 20 

4x4 LBP 0.007 

4x4 ICA 10 

8x8 LDA 12 

8x8 PCA 10 

8x8 LBP 0.007 

8x8 ICA 10 
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Table 5: Parameters for preprocessing for both Holistic and Block-sized Approaches 

 
Method Parameter 

Regional Histogram Equalization (RHE) Block Size = 4 

Gamma Intensity Correction (GIC) Gamma = 2.2 (holistic) 

Gamma = 1.2, 1.5, 1.8 (block-sized) 

 
Table 6: Accuracy results for facial recognition using the block sizing approach for classification using 2x2, 

4x4, and 8x8 block sizes 

 
Preprocessing 

 

Feature Extraction Accuracy (%) 

2x2 4x4 8x8 

HE LDA 98.25 100 100 

HE PCA 95.75 97.25 96 

HE ICA 93.75 94 93.25 

GIC LDA 100 100 100 

GIC PCA 95 97.25 95.25 

GIC ICA 94 96.5 994.5 

 
Table 7: Parameters for classification using the block-sized approach 

 
Preprocessing Feature Extraction Gamma 

2x2 4x4 8x8 

HE LDA 10 10 35 

HE PCA 10 10 15 

HE ICA 10 10 15 

GIC LDA 15 15 20 

GIC PCA 15 25 20 

GIC ICA 10 30 15 

 

The performances of different block sizes for RHE using the holistic approach were also 

evaluated and given in Table 8 

 
Table 8: Accuracy results using different block sizes of RHE for the whole image classification 

 
RHE Block Size Feature Extraction Accuracy (%) 

2x2 LDA 85 

2x2 PCA 85 

2x2 LBP 75.75 

2x2 ICA 88.75 

4x4 LDA 71.75 

4x4 PCA 85 

4x4 LBP 76.5 

4x4 ICA 90.75 

8x8 LDA 63.75 

8x8 PCA 75 

8x8 LBP 78.25 

8x8 ICA 78.75 
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4. CONCLUSIONS 
 
In this paper, both the holistic approach and block-based approach are examined to accurately and 

efficiently recognize individuals under poor lighting conditions. The experiments are 

conductedfor twelve different combinations of preprocessing, feature extraction, and 

classification methods. Extensive experimentswere carried out for block-basedmethods with 
different block sizes to assess the computation performance and recognition accuracy for the 

AT&T dataset. Another aspect of the research was combining multiple preprocessing techniques 

on both the entire image, as well as the blocks of an image to evaluate how the performance is 
affected. The goal wasto find the facial recognition model that performed better than the others 

and remained less of a computational burden. 

 

The combination with a success rate of 100% was achieved using GIC preprocessing along with 
LDA feature extraction and SVM classification, with 2x2 block-sizing. For this combination, all 

individuals were successfully recognized by the trained model. Furthermore, the 2x2 block-sizing 

has a shorter runtime than any other block size, combined with the faster computation of GIC, 
LDA, and SVM 

 

PCA may not be the most optimal choice as a feature extraction method for a dataset that contains 
illumination variation. LDA is often used and preferred because of its simplicity and accuracy.  

 

Experimental resultsprovethat Radial Basis Function (RBF) kernel SVMs perform best on the 

AT&T facedataset. 
 

The accuracy rate of the holistic approach is between 80% to 90%. Theaccuracy rate of the block-

sizing approach, which uses the same combinations, is much higher than the holistic approach 
around 100%. The block-sizing approach performs much better than the holistic approach under 

poor illumination conditions.In future work, we plan to address other challenges in face 

recognition like low resolution. 
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