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ABSTRACT 

This paper demonstrates how cubic Spline (B-Spline) models can be used to recognize 2-dimension non- 

rigid handwritten isolated characters. Each handwritten character is represented by a set of non- 
overlapping uniformly distributed landmarks. The Spline models are constructed by utilizing cubic order of 

polynomial to model the shapes under study. The approach is a two-stage process. The first stage is 

learning, we construct a mixture of spline class parameters to capture the variations in spline coefficients 

using the apparatus Expectation Maximization algorithm. The second stage is recognition, here we use the 

Fréchet distance to compute the variations between the spline models and test spline shape for recognition. 

We test the approach on a set of handwritten Arabic letters. 
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1. INTRODUCTION 

Shape matching has been the focus of many researchers for the past seven decades [1] and 
attracted many scholars in the field of pattern recognition [2], artificial intelligence [3], signal 

processing [4], image analysis [5], and computer vision [6]. The difficulties arise when the shape 

under study exhibits a high degree in shape variation: as in handwritten characters [7], digits [8], 
face detection [9], and gesture authentication [10]. For a single data, shape variation is limited and 

cannot be captured ultimately because single data does not provide sufficient information and 

knowledge about the data; therefore, multiple existence of data provide better understanding of 
shape analysis and manifested by mixture models [11]. Because of the existence of multivariate 

data under study, there is always the requirement to estimate the parameters that describe the data 

that is encapsulated within a mixture of shapes. Extensive efforts have been invested in analyzing 

alphabet of English [12], Latin [13], Chinese [14], Hebrew [15], and Hindi [16]; however, very 
little work has been done in analyzing handwritten Arabic characters and least considerable 

results achieved [17]. The subject of investigating Arabic letters shape analysis is complicated. 

Such difficulties arise from the nature structure of Arabic alphabet and words. Arabic script is 

cursive, continues, and similar without diacritics. For example: the word عل م has different 

meaning when secondaries are attached to the letters. 

 

 
The literature demonstrates many statistical and structural approaches with various algorithms to 

model shape variations using supervised and unsupervised learning [18] algorithms. In precise, 

https://www.airccse.org/journal/ijaia/current2023.html
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comes the powerful Expectation Maximization algorithm (EM) of Dempster [19] that has been 
used widely for such cases. The EM algorithm revolves around two step procedures. The 

expectation E step revolves around estimating the parameters of a log likelihood function and 

pass it to the Maximization M step. In a maximization (M) step, the algorithm computes 
parameters maximizing the expected log-likelihood found on the E step, the process is iterative 

one until all parameters come to stability. For instance, Jojic and Frey [20] have used the EM 

algorithm to fit mixture models to the appearance manifolds for faces.   Bishop and Winn [21] 
have used a mixture of principal components analyzers to learn and synthesize variations in facial 

appearance. Vasconcelos and Lippman [22] have used the EM algorithm to learn queries for 

content-based image retrieval. Finally, several authors have used the EM algorithm to track 

multiple moving objects [23]. Revov et al. [24] has developed a generative model which can be 
used for handwritten character recognition. Their method employs the EM algorithm to model the 

distribution of sample points. 

 

Spline models have been used widely in the signal processing community [25]. Spline models can 
describe more complex shapes that contain circles, closed contours, ellipses, and curved shapes 

and combine this description in mathematical and statistical framework. For example, Splines are 

used to model Functional data analysis [26], Computer Aided Design [27], automobiles [28], 
smoothed surfaces [29], curly shapes [30], and noisy materials such as clothing design [31]. 

Safraz [32] has investigated the issue of Arabic shape recognition by utilizing edge detection of 

machine printed letters to bring the shape under landmarks representation, then applying cubic 

polynomials on them. In deepest investigation, Safraz [33] addressed the subject of extracting the 
curve estimation by finding the optimal set of coefficients of Bezier function and dividing the 

curve into multiple segments ending with a smooth curve fitting. 

 

In this research paper, we demonstrate how Spline models are used to recognize 2D handwritten 

shapes by fitting 3rd order of polynomial function to a set of landmarks points extracted for the 

shape under analysis. We then, train such Spline models to capture the optimal characteristics of 
the shapes in the training sets of shapes. Handwritten isolated Arabic characters are used and 

tested in this investigation. 

 

2. SHAPE MODELLING 

A spline curve is a mathematical representation to construct an interface that allows sequence of 

points  to design and control the shape under study. 

The parametric form of shape coordinates is called control points. The core concept of pattern 

recognition methods and approaches aim at constructing a classifier for a set of training patterns. 

Such a classifier determines which shape-class the input pattern belongs to; therefore, is known as 
object training or shape learning [34][35]. In real world applications such as object recognition, a 

certain previous knowledge is required beforehand. The utilization of such knowledge into a 

training set is the key element that will allow to increase of performance of shape classification. 

 
Following the concept of constructing a training set of patterns undergo classification. The 

landmark patterns are collected as the object in question undergoes representative changes in 

shape. To be more formal, each landmark pattern consists of L labelled points. Suppose that there 
are T landmark patterns. The tth training pattern is represented using the long vector of landmark 

co-ordinates: 

 

(11) 

https://en.wikipedia.org/wiki/Likelihood_function#Log-likelihood
https://en.wikipedia.org/wiki/Likelihood_function#Log-likelihood
https://en.wikipedia.org/wiki/Classifier_(mathematics)
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where the subscripts of the co-ordinates are the landmark labels. A spline curve is a curve that 

passes through these tth training pattern co-ordinates called interpolating curves. To establish 
interface, we approach the polynomial in the form of function of landmarks: 

 

(12) + 
….. 

The degree of the polynomial corresponds with the highest coefficient that is nonzero. The aim of 

using cubic spline is to provide a smooth curve that passes through the chosen landmarks for 

shape construction as well as support inflection points. Equation (12) can be revised in the form 
of cubic polynomials. 

(13) 

Equation (13) can be rewritten in the form of solving linear equations to solve for the spline 

coefficients  obtained by the curve segment of 4 coordinates. The new mathematical 
formulation to solve for required coefficients, we present a matrix of linear equations. 

 

  (14) 

 
Where     is the matrix of linear equations 

 

 

 
The solution is 

(15) 
 

(16) 
 
 

Similar procedure is applied to the remaining coordinate segments. The resulting set of spline 

coefficients presented by 

 

                           (17) 
 

And in unification form of the set spline coefficients to be 

 

 ) (18) 

 
Suppose that each shape class have T training spline mean coefficients . The mean vector 
of is represented by 
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The covariance matrix is then constructed. 
 
 
 

 

3. LEARNING SPLINE MODEL 

(20) 

 

In machine learning approaches [21], supervised learning depends on data labelling which the 
outcomes models are mapping algorithms between data and its counterparts. On the other hand, 

unsupervised learning data patterns assumed from the unlabeled input data, hence, the goal of 

unsupervised learning is to find the structure and variations from the input data. In another format, 
Unsupervised learning does not need any supervision architecture. Instead, it finds data variations 

and variable modes from the data by itself. To reproduce more complex variations in shape either 

a non-linear deformation or a series of local piecewise linear deformations must be employed. In 
this paper we adopt an approach based on mixtures of spline model distributions. Our reasons for 

adopting this approach are twofold. First, we would like to be able to model more complex 

deformations by using multiple modes of shape deformation. This arises when a set of training 

patterns contains examples from different shape classes. The second reason is that shape 
variations cannot be captured in a single mode of shape deformation, hence a mixture is 

constructed. We commence by assuming that the individual examples in the training set are 

conditionally independent of one another. The following approach is based on fitting a Gaussian 
mixture model to the set of training examples of spline coefficients. We further assume that the 

training data can be represented by a set of spline-classes Ω. 

Each spline coefficient model ꞷ has its own mean coefficients        and covariance matrix         . 

With these ingredients we establish the likelihood function for the set of the curve patterns in 
 

                                        (21) 

Where the term is the probability for drawing curve pattern αt from the curve- 
class ω. Associating the above likelihood function with the Expectation Maximization algorithm, 
the likelihood function can be written to be iterative process of two steps. The process revolves 
around estimating the expected log-likelihood function iteratively in 

 

 

 
 

 

 
Where the quantity and 

 

and  

(22) 

 
are the estimated mean curve vector and variance 

 

covariance matrix both at iteration (n) of the algorithm. The quantity is the 
a posteriori probability that the training pattern spline coefficients belong to the spline-class 
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ω at iteration n of the algorithm. The term is the probability of 

distribution of spline-pattern αt belonging to spline-class ω at iteration ( n + 1 ) of the algorithm; 

thus, the probability density to associate curve- patterns  for ( t = 1 … T ) to class spline-class 

ω are estimated by the updated construction of the mean-vector , and 

covariance matrix at iteration n+1 of the algorithm. According to the EM algorithm, it 
revolves around estimation of the expected log-likelihood function within two iterative processes. 

In the M or maximization step of the algorithm, our aim is to maximize the curve 

mean-vector , and covariance matrix , while, in the E or expectation step, the aim 
is to estimate the distribution of spline-patterns at iteration n along with the mixing proportion 
parameters for curve-class ω. 

 

In the E, or Expectation step of the algorithm, the a posteriori spline-class probability is updated 
by applying the Bayes factorization rule to the spline-class distribution density at iteration ( n+1 ). 

The new estimate is computed by 
 
 

(23) 

Where the revised spline-class ω mixing proportions  at iteration ( n + 1 )is computed in 

 

(24) 

With that at hand, the distributed spline-pattern t to the class-spline ω is Gaussian distribution 

and is classified according to 
 

(29) 
 

In the M, or Maximization step, our aim is to maximize the curve-class ω parameters. The 

updated spline mean-vector  estimate is computed by 

 
(30) 
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And the new estimate of the spline-class covariance matrix is weighted by 

 

                                 (31) 
 

Both E, and M steps are iteratively converged, the outcome of the learning stage is a set of spline- 

class ω parameters such as  , hence the complete set of all spline-class Ω are 
computed and ready to be used for recognition. 

 

4. SPLINE MATCHING 

With the ingredients produced by the previous learning stage, the Spline model  parameters 

  belongs to the set of spline-classes Ω can be used for the purpose of recognition. 
To establish a mathematical setting, each control point in the test spline is mapped to its 
counterparts in the spline model.  Hence, we use the Fréchet distance [36]. 

 
Fréchet distance evaluates the similarity between two spline curves. Let's denote  is the spline 

mean and data spline data curve. Fréchet distance is defined as the minimum cordlength 
sufficient to map two control points in both splines. The mapping continues until reaching the end 

of the spline curves. The distance is then the end of point traced forward along  and one 

traveling forward along  , although the rate of travel for either point may not 
necessarily be uniform. 

 

 Spline Projection 
 

Assume that the class-mean spline and the data spline curve are projected into 2 
 

dimension coordinate space by estimating the y axes over 

the spline coefficients. the resulting vector of shape representation for the class-mean spline 

denoted by  
 

(32) 

And test-data spline projection is denoted by  

 

(33) 
 

 Fréchet Matrix 
 

The matrix of Fréchet distances is then computed for each pair of the control points of the class- 

mean spline   and the test-data spline in 
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( 34) 
 

where 

  (35) 
 

is the Euclidean distance between any pair of coordinates space. The matrix constructed is square 
non-symmetric matrix. We consider the diagonal cells of the matrix that explain the distance 

between control points pair for both objects under study, we choose the maximum value as a top 

limit for the final distance. The algorithm proceeds by iterating through the diagonal left to right, 

and for each column, calculates the distances and stores them if they are smaller than the 
reference maximum. The same process applies to rows. 

 

  (36) 

 
These values are compared with the other class-mean spline in the set , the class-mean spline 

that has the minimum values is selected data spline is then grouped for that class. 
 

5. EXPERIMENTS 

We have evaluated our approach with sets of isolated Arabic handwritten characters. Here, we 

have used 22 shape-classes for different writers, each with 40 training patterns. In total, we have 

tested the approach with 880 handwritten Arabic character shape patterns for testing and 1760 
patterns for testing our approach. Figure 1 shows some training patterns used in this research 

paper. Figure 2 shows single shapes and their landmarks representation of being uniformly 

distributed along the skeleton of the shape under investigation. 

 

 
Figure 1: Sample handwritten character training sets. 
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Figure 2: Training patterns and extracted landmarks. 

 

In figure 3, sample cubic spline coefficients resulted from the training stage for spline-class ꞷ. 
Here, each raw represents the set of coefficients for the handwritten character ( Seen ) and for 

each segment of the shape. 

 

 
Figure 3: Spline coefficients for sample class-shape 

 

In figure 4, illustrates the result from the training stage. First raw shows sample training sets, raw 
2 shows the training stage Expectation Maximization initialization shape, raw 3, shows the 

projection of the spline training coefficients producing the landmarks, and raw 4 show the spline- 

mean for class shape representation. Figure 5 shows the convergence rate as a function per 
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iteration number. The graph shows how associated distributed probabilities for the set of spline- 
classes Ω converged in a few iterations. 

 

Figure 4: a) sample sets b) EM initialization c) Mean Shape landmarks 
d) Spline Mean Shape 

 

 
Figure 5: Convergence Rate as a function per iteration no. 
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Figure 6 shows the Fréchet distance table between the spline-mean shape and a testing shape 
pattern. 

 

The graph shows the similarity between the spline curves which considers the location and 

ordering landmarks to the sample testing pattern landmarks. It is apparent from the table that the 

similarity is shown in the diagonal elements highlighted by green color. The diagonal distance 

between the landmarks for both the spline-mean shape and it's corresponding in the testing 

pattern. The similarity excluded by the minimum distance. 
 

 
Figure 6: Fréchet distance 

 

To take the investigation further, we demonstrate how the approach behaves under the presence of 

noise. In figure 7, we show how recognition rate is achieved when point position displacement 
error is applied. Test shape coordinates are being moved away from their original position. The 

figure shows the recognition rate fails to recognize shapes to their correct class ω in a few 

iterations and it fails completely when coordinates are moved away, yet, increasing variance 
significantly. 

 

 

Figure 7: Recognition rate as a function per iteration no with point position error. 
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Table 1 shows recognition rates per spline-classes ω. Row 1 represents the shape name in Arabic 
alphabet. Row 2 represents the character shape. Row 3 lists the size of the testing patterns. Rows 

4,5 show the correct and wrong registration of shapes to their spline-class ω. 

 

Row 6 shows the recognition rate per spline-class ω. In total, we have achieved 96% recognition 
rate for such an approach. 

 
Shape Name  

Sample Shape 

 

Test Size 

 

Correct 

 

False 

Recognition Rate 

 
Ain_1 

 

 
80 

 
78 

 
2 

 
97.5% 

 
Baa 

 

 

 
80 

 
78 

 
2 

 
97.5% 

 
Dal 

 

 

 
80 

 
79 

 
1 

 
98.8% 

 
Faa 

 

 

 
80 

 
73 

 
7 

 
91.3% 

 
Haa_1 

 

 

 
80 

 
79 

 
1 

 
98.8% 

 
Ttah 

 

 

 
80 

 
76 

 
4 

 
95% 

 
Hhah_1 

 

 

 
80 

 
71 

 
9 

 
88.8% 

 

Ain_2 

 

 

 

80 

 

79 

 

1 

 

98.8% 

 
Meem 

 

 

 
80 

 
76 

 
4 

 
95% 

 
Seen 

 

 

 
80 

 
74 

 
6 

 
92.5% 

 
Yaa 

 

 

 
80 

 
77 

 
3 

 
96.3% 
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Haa_2 

 

 

 
80 

 
78 

 
2 

 
97.5% 

 
Waw 

 

 

 
80 

 
76 

 
4 

 
95% 

 
Ain_2 

 

 

 
80 

 
79 

 
1 

 
98.8% 

 
Hhah_2 

 

 

 
80 

 
74 

 
6 

 
92.5% 

 
Kaf_1 

 

 

 
80 

 
79 

 
1 

 
98.8% 

 
Lam_1 

 

 
80 

 
80 

 
0 

 
100% 

 
Lam_2 

 

 

 
80 

 
73 

 
7 

 
91.3% 

 
Raa 

 

 

 
80 

 
79 

 
1 

 
98.8% 

 
Ssad 

 

 

 
80 

 
73 

 
7 

 
91.3% 

 
Kaf_2 

 

 

 
80 

 
78 

 
2 

 
97.5% 

 
Noon 

 

 

 
80 

 
79 

 
1 

 
98.8% 

Total 22 classes 1760 1688 72 96% 

 

6. CONCLUSION 

In this research paper, we have shown how cubic spline 3rd degree polynomials can be used for 

recognizing handwritten Arabic characters. Each shape under testing is represented by a set of 

uniformly distributed landmarks along the skeleton. A cubic piecewise B-Spline is implemented 
on the shape to extract the coefficients needed for training set. A mixture of spline coefficients 

has been trained in a two-level hierarchy Expectation Maximization setting to capture the modes 

of spline parameters describing the pattern-sets. Recognition is then applied on a different set of 
testing patterns using the Fréchet distance mechanism. We have shown a remarkable recognition 

rate of 96%. 
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7. FUTURE WORK 

In this research, there are some shortcomings to the approach. The first shortcoming is proving 
cubic b-spline 3rd order of polynomials is best representation for handwritten Arabic characters. 

The second is, the extracted parameters from the training stage have not been utilized for the 

purpose of recognition stage encapsulated within a statistical framework: for example, spline 
coefficients are not utilized for spline alignment. Secondly, there is a need to provide a 

hierarchical framework for spline alignment. 
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