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ABSTRACT 
 
This research tackles the challenge of manual data extraction from product labels by employing a blend of 

computer vision and Natural Language Processing (NLP). We introduce an enhanced model that combines 

Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) in a Convolutional 

Recurrent Neural Network (CRNN) for reliable text recognition. Our model is further refined by 

incorporating the Tesseract OCR engine, enhancing its applicability in Optical Character Recognition 

(OCR) tasks. The methodology is augmented by NLP techniques and extended through the Open Food 

Facts API (Application Programming Interface) for database population and text-only label prediction. 

The CRNN model is trained on encoded labels and evaluated for accuracy on a dedicated test set. 

Importantly, our approach enables visually impaired individuals to access essential information on 

product labels, such as directions and ingredients. Overall, the study highlights the efficacy of deep 

learning and OCR in automating label extraction and recognition. 
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1. INTRODUCTION 
 

Automating visual inspection on product labels offers several important advantages and benefits, 

which make it a valuable and essential process in various industries. Automated inspection 

systems can process large volumes of product labels quickly and consistently, reducing the need 

for manual labor and accelerating production processes. An efficient system can identify defects, 

inconsistencies, and deviations in labels, ensuring that products meet regulatory standards and 

quality requirements. Along the same lines, Optical Character Recognition (OCR) technology is 

widely used to recognize and extract text and characters from images, allowing for the automated 

processing and analysis of textual information on various objects, including product labels, 

documents, and images.  

 

In this research paper, the focus is on addressing a significant societal challenge related to manual 

data extraction from product labels. This process is known to be tedious, error-prone, and poses 

accessibility problems for visually impaired individuals. The issue is compounded by the vast 

array of variations in product labels, including differences in design, colors, text fonts, and sizes, 

as well as variations in lighting conditions during image capture [1-4]. Traditional OCR methods 

have been limited in their ability to handle these variations effectively. However, the initiative by 

researchers in [2] underscores a significant advancement in automatic information extraction 

from cylindrical prescription labels, with potential applications to assist the elderly and 

individuals with visual disabilities. To address these challenges, this research introduces an 
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enhanced, automated OCR system that leverages advanced machine vision and learning methods. 

The proposed solution makes use of a Convolutional Recurrent Neural Network (CRNN) model, 

combining the feature extraction capabilities of Convolutional Neural Networks (CNNs) with the 

sequence recognition strengths of Recurrent Neural Networks (RNNs).   

 

This model is further enhanced through the integration of the Tesseract OCR engine, enhancing 

its robustness and accuracy [5]. Advanced image processing techniques are applied for efficient 

preprocessing and noise reduction, while Natural Language Processing (NLP) techniques are 

integrated to enhance context understanding and semantics.  

 

The implementation of this research has wide-ranging implications across various industries. In 

healthcare, it can help prevent medication errors by accurately extracting and recognizing 

medication labels [6]. Food safety organizations can efficiently monitor product ingredients, 

allergens, and expiration dates, and consumer goods companies can streamline product 

information management [7, 8]. Although many recent approaches utilizing deep learning models 

like CNNs and RNNs have shown promise, they have not fully integrated computer vision and 

NLP techniques [9 - 12]. Importantly, Optical character recognition (OCR) systems provide 

persons who are blind or visually impaired with the capacity to scan printed text and then have it 

spoken in synthetic speech or saved to a computer file [13].  

 

Our research also extends data analysis through the Open Food Facts API, enriching the database 

and fulfilling a text only RNN model for improved label prediction. This comprehensive 

approach not only revolutionizes the field of text recognition but also makes significant 

contributions to OCR applications. The research aims to offer a solution that automates 

information extraction from product labels and does so with exceptional efficiency and accuracy. 

In summary, this research presents an enhanced solution that effectively integrates computer 

vision and NLP techniques to automate the extraction and recognition of textual information from 

product labels, thereby addressing the limitations of existing OCR methods and enhancing the 

efficiency and accuracy of the process. 

 

2. LITERATURE REVIEW 
 

The challenge of OCR, particularly in unconstrained environments like product labels, has been 

an important point in the domain of computer vision and text recognition. Traditional OCR 

methods have been found to have limitations when dealing with text in such unconstrained 

environments due to geometrical distortions, complex backgrounds, and diverse fonts [15]. One 

of the significant steps in this domain has been the introduction of CRNN which combines the 

feature extraction capabilities of CNNs with the sequence recognition capabilities of RNNs [16]. 

Also, the arrival of deep learning has brought new methodologies that aim to tackle OCR 

challenges more effectively. However, as Ignat et al. (2022) point out, these methods, particularly 

end-to-end transformer OCR models, require substantial amounts of annotated data, which poses 

challenges for low-resource languages. They emphasize the necessity of OCR in improving 

machine translation for these languages, highlighting a critical gap in OCR research [17]. 

 

The beginning of deep learning has brought a new wave of methodologies that aim to tackle these 

challenges more effectively. Further advancements have been seen with the integration of 

external OCR engines like Tesseract, which when combined with deep learning methodologies, 

have shown promise in enhancing OCR capabilities [18]. These integrated models aim to 

enhance the accuracy and efficiency of text recognition in OCR systems. Moreover, the behavior 

of transformer models like BERT in language processing has been a subject of recent research. 

Jawahar et al. (2019) investigated what BERT learns about the structure of language, providing 

valuable insights into the model's linguistic capabilities [19]. Additionally, Guarasci et al. (2022) 
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conducted a computational experiment on the syntactic transfer capabilities of BERT in Italian, 

French, and English, underscoring the adaptability of transformer models across various 

languages [20]. 

 

The application of deep learning techniques for text detection and extraction has also been 

explored, with algorithms like EAST being utilized to transform text from images or scanned 

documents into machine-readable form [21]. Furthermore, the OCR is identified as an important 

branch in the field of machine vision, encompassing pattern recognition, image processing, 

digital signal processing, and artificial intelligence showcasing the multi-dimensional facets of 

OCR technologies [22]. Moreover, the evolution of text recognition software has revolutionized 

text extraction processes, presenting new techniques and technologies that continue to advance 

the field of OCR. This integration aims to provide a robust solution to text extraction and 

recognition challenges posed by diverse and complex imagery found on product labels. In fact, 

the visual online detection method is proposed to ensure the label quality in real time during 

industrial production, indicating the practical application of OCR in industrial settings [23]. 

Additionally, there is a growing interest in the application of OCR in various industry sectors. For 

instance, a deep learning approach to drug label identification has been proposed to address 

challenges in drug control and distribution, ensuring the provision of safe and approved drugs to 

consumers and healthcare professionals [23, 24]. 

 

Despite the maturity of optical character recognition (OCR) technology, reading data from 

screens such as 7 segments and LCD screens possess some challenges that illustrate the ongoing 

challenges in OCR technology [25]. Also, in terms of precision, a system designed for OCR is 

noted to be capable of interpreting captured images of hard disk drive and solid-state drive labels 

with high accuracy, emphasizing the progression towards higher accuracy in OCR systems [26 - 

27]. Along the same lines, this paper proposition holds of a camera-based assistive text reading 

framework to help blind persons read text labels and product packaging from hand-held objects 

in their daily lives underlining the societal impact and accessibility improvements offered by 

OCR technologies [28]. In the recent past years, there is a significant shift away from traditional 

OCR methods toward more integrated and advanced approaches that utilize deep learning and 

external OCR engines to tackle the inherent challenges in text recognition and extraction. This 

paper aims to improve the extraction of information from product labels, an important aspect for 

industries like healthcare, food safety, and consumer goods. Conventional optical character 

recognition (OCR) techniques, which are predominantly rule-based and depend on manually 

created features and heuristic rules, have demonstrated their limitations, particularly when it 

comes to managing intricate document layouts, one-of-a-kind fonts, and complex formatting, 

which may lead to the extraction of crucial data being lost. In industries like finance, law, 

healthcare, and government, where documents frequently have different formatting requirements, 

this problem is especially significant [29]. Due to the variation in handwriting styles and quality, 

these methods also have trouble identifying handwritten text. This can result in mistakes and 

inaccuracies, which presents serious problems in situations where handwritten documents are 

common [30]. 

 

Another significant drawback of traditional OCR is its reliance on image quality; noise 

introduced by low-resolution images or dim lighting can make it difficult to recognize characters 

accurately. Because of its dependence on high-quality images, OCR is less useful when dealing 

with a variety of image qualities, font variations, and layouts [31]. This is especially true in 

scenarios that pose difficulties for the visually impaired. Finally, the challenges in data collection, 

labeling, and regulatory compliance, particularly in sensitive sectors like finance and healthcare, 

underscore the continuous need for advancements in OCR systems to handle real-world 

applications more effectively [32]. 
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3. PROPOSED METHODOLOGIES 
 

This section provides a detailed description of the approaches used to process and analyze 

product labels. It covers the methods, strategies, and algorithms employed, emphasizing the 

experimental protocols as well as the logic behind the choice of each approach. The following 

sections are organized as follows: section 3.1 addresses applied methodology; section 3.2 

addresses machine vision technique; section 3.3 addresses techniques comparison; section 3.4 

addresses similar applications and the limitations. 

 

3.1. Applied Methodology 
 

Figure 1 provides an overview of the comprehensive workflow of the system, covering the entire 

process from initial data collection to the final assessment of the model. The creation of an 

efficient automated system for processing and analyzing product labels employed a structured 

methodology, as depicted in Figure 1. Initially, approximately fifty product label photos from 

diverse industries were manually selected using an iPhone 11 Pro Max (Apple Inc., Cupertino, 

California, USA), encompassing both '.jpg' and '.png' formats. To augment and enhance the 

dataset, additional textual data was obtained from the Open Food Facts API using a free 

developer account. Integration of this API data was crucial to broaden the dataset's scope, 

specifically incorporating a diverse range of non-standardized product labels. This approach 

facilitated the analysis of a more extensive dataset, comprising at least 500 lines, thereby 

enhancing the depth of the study. 

 

 
 
Figure 1. Overall System Overflow 

 

Subsequently, Tesseract OCR was employed for optical character recognition to extract text from 

the images. In parallel, a PyTorch model was devised to process these images and extract 

considerable information. Prior to feeding the images into the PyTorch model, image 

preprocessing steps were undertaken to enhance image quality making them conducive for the 

model. Furthermore, the text data embedded within the product labels required standardization, 

hence several text preprocessing techniques were applied using Natural Language Processing 

(NLP) methods. The methodology included the transformation of all text to lowercase to 

maintain consistency, removal of punctuation to enhance focus on words and meaningful content, 

and the elimination of common stop words such as 'and', 'the', 'in' to reduce noise and augment 

the relevance of the information extracted. 

 

To enhance the processing speed, parallel threading was employed during image processing. 

Furthermore, Figure 2 shows a visualization of the product categories to further clarify the nature 

of the dataset derived post image processing. The data was then categorized into distinct features 

like 'product_type', 'directions', 'supplements_or_elements', and 'warnings', based on predefined 

keywords. For instance, the 'product_type' feature was discerned by matching keywords related to 

groceries, skincare, or medication. Moreover, based on the length of the extracted text, the 

corresponding image was categorized either in the 'extracted_images' or the 

'not_extracted_images' directories. 
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As shown in Figure 2, a step further was taken to group the products into four categories: 'food', 

‘medication’, and 'skincare' or an 'unknown', based on keywords associated with each category 

found in the product's name or ingredients. In addition, each row of the frame presents an image 

reference, its corresponding category, also the product description or ingredients list and other 

information extracted. 

 

 
 

Figure 2. Data frame representation 

 

After preprocessing, the processed images and the written information taken from Open Food 

Facts API were combined to create a dataset, as shown in Figure 3. Along the same lines, the 

visualization provides a concrete illustration of the process of implementing keyword-based 

product categorization as well as the initial difficulties encountered when selecting a consistent 

dataset. The Data Frame structure facilitates more efficient data processing and analysis in 

accordance with the objectives of the study. Following the classification, data cleaning steps were 

performed to handle missing values, format inconsistencies, and other anomalies, leading to a 

cleaned and structured dataset converted into a Data Frame. Figure 3a shows the total quantity of 

products under each category using a bar chart, with "groceries" having the higher number of 

products. A donut chart in Figure 3b, shows the percentage distribution of these product types. 

This visual representation highlights the frequency of product types in our dataset and facilitates 

comprehension of its composition. 

 

 
 

a. bar chart representing total quantity of products 

 

b. products percentage distribution. 

 

Figure 3. Dataset Visualization 

 

The data frame was improved by using data from product labels that were retrieved through the 

Open Food Facts API. Complete product details, such as names, brands, ingredients, and 

countries of origin, were included in the information. However, the abundance of the descriptors 

found in the product labels extracted text from the API improved the keyword-based product 

grouping system. A comprehensive dataset comprising five hundred lines was analyzed, as 

illustrated in the figure 3, leading to a more precise classification of products into categories like 

"groceries," "dairy," "beverages," "medication," and "skincare," as well as accounting for 
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"unknown" classifications in situations where the data was ambiguous or not present. The 

histogram and pie chart, which present the number and percentage distribution of product types 

graphically, respectively, demonstrate the diversity and size of the dataset made possible by this 

integration. Finally, using the Open Food Facts API improved the quantity and quality of 

available data, allowing for the making of more informed and superior decisions based on 

information. The machine learning techniques implementation included the use of three neural 

network architectures: CNN (Convolutional Neural Network), RNN (Recurrent Neural Network), 

and CRNN (Convolutional Recurrent Neural Network). The CNN network is primarily 

responsible for processing image data.  

 

In addition, the images of product labels are first preprocessed and then fed into CNN. This 

network extracts features from these images, which are crucial for understanding visual patterns 

in the product labels. Additionally, the RNN processes sequential data as the textual data 

extracted from the product labels. The sequential nature of RNNs makes them well-suited for text 

as it considers the order and context of words. Lastly, CRNN combines the features of both CNN 

and RNN. Furthermore, the network takes the image features extracted by CNN and the text 

processed by the RNN to perform a comprehensive analysis of the product labels. This approach 

enables the model to understand both the visual and textual content of the labels, enhancing the 

accuracy of your classification or analysis task.  

 

For instance, PyTorch was used to create a deep learning model for classifying product labels. 

With class weights, a Label Encoder and CrossEntropyLoss as the loss function were used to 

encode the text data. The performance of the CRNN model on untested data was assessed 

following the training phase using a testing Data Loader. Additionally, the database enrichment 

made room for the development of an RNN implementation that just accepted text input. Also, 

we leveraged a text-only Recurrent Neural Network (RNN) model, combining data from image 

extractions and the Open Food Facts API into a singular Data Frame. Our RNN and Gated 

Recurrent Unit (GRU) models, built with PyTorch, processed the textual information with an 

embedding layer followed by recurrent layers to accommodate sequential data. These models 

utilized LSTM and GRU units to better capture dependencies in text data, which is crucial for 

classification tasks. 

 

To assess the model's classification performance, evaluation metrics such as accuracy and 

precision were calculated. The weights of the trained CRNN model were stored in a file called 

"crnn_model_new.pth" in case they were needed again. Finally, the model underwent several 

training phases at different learning rates. Lastly, the performance metrics for each learning rate 

were stored in a metrics dictionary and visualized using seaborn to elucidate the relationship 

between learning rates and performance, enabling a comprehensive understanding of the model's 

behavior and performance under different conditions. 

 

3.2. Machine Vision Techniques 
 

To enhance the OCR process, we incorporated machine vision techniques. Image preprocessing 

techniques such as image normalization, denoising, and contrast enhancement were applied to 

improve the quality of label images. Additionally, image analysis algorithms, including contour 

detection and segmentation, were employed to isolate and extract individual characters or text 

regions from the labels. 

 

Data Extraction Algorithm 

 

The OCR algorithm takes a single image and returns the extracted information in these ordered 

steps:  
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1. Image Loading: The image is loaded from the specified path using OpenCV. 

2. Color Conversion: Convert the image from BGR to RGB color space. 

3. Image Resizing: Resize image proportionally to standardize the images, which helps in 

normalizing the variations in dimensions. 

4. LAB Color Space Conversion and Splitting: The resized image is converted to the Lab color 

space, and the channels are split. This space is chosen for its ability to separate grayscale 

information from color data. 

5. CLAHE: Apply CLAHE to the L channel to improve contrast. Merge enhanced L with A and 

B channels. 

6. RGB Conversion and Sharpening: Convert LAB image back to RGB. Sharpen the RGB 

image. 

7. Grayscale Conversion and Thresholding: Convert sharpened image to grayscale. Otsu’s 

thresholding is applied to binarize the image, simplifying the detection of text regions. 

8. Black/White Ratio Calculation: Calculate ratios of black and white pixels. 

9. Image Inversion: If the image is mostly black or white, invert the binary image. 

10. Contour Detection and Extraction: For color images, dilate the image, find contours, and 

detect text regions. Extract contour with the maximum area and crop the image. 

11. Text Extraction: Extract text from the cropped image using Pytesseract. 

12. Data Extraction and Image Saving: Extract data from the text and save images based on text 

length. 

13. Exception Handling: Handle any errors during image processing, log the error message. 

 

The settings for filters, such as the Contrast Limited Adaptive Histogram Equalization (CLAHE), 

and threshold values, are chosen based on their proven effectiveness in similar image processing 

tasks. Specifically, the CLAHE settings are tuned to enhance the contrast of the L channel in the 

LAB color space without amplifying noise, which is critical for improving OCR accuracy on 

unevenly lit images. The clip limit and tile grid size parameters for CLAHE are selected to 

balance contrast enhancement and detail preservation. For binary thresholding, Otsu's method is 

employed due to its automatic calculation of the optimal threshold value, which separates the 

pixel intensity distribution into two classes, foreground, and background. This method is 

particularly effective for document images where there is a clear distinction between text 

(foreground) and the rest of the image (background). Along the same lines, the color space 

notation, the LAB color space is represented as Lab or Lab*. This notation reflects the three axes 

of the color space: L for lightness and a and b for the color-opponent dimensions. Using the 

correct notation is not just a matter of accuracy in terms; it also ensures adherence to the 

established standards in image processing and color science literature. 

 

Figure 4 showcases a few sample images after preprocessing and machine vision techniques on 

label images. These three sample images, ranging from a mouthwash product, a medicinal label, 

to a nutritional fact sheet of ground beef, depict the potential challenges faced during OCR 

extraction, such as complex backgrounds, warped perspectives, and varying text densities.  

 

 

 

 



International Journal of Artificial Intelligence and Applications (IJAIA), Vol.15, No.2, March 2024 

64 

 
     

       a: Mouthwash label 

  

        b: Vaseline label 

                  

 c: Food label 

 

Figure 4. Preprocessed Images. 

 

Figure 4a (Mouthwash Label) is likely to be full of text and various symbols, including 

certification marks which could complicate text recognition. The complexity comes from both the 

amount of textual information and the variety of formats such as logos, small print, and 

potentially decorative elements in the background that are common on personal care products. 

Figure 4b (Vaseline Label) presents a different challenge due to the curvature of the surface on 

which it is attached. Labels on curved surfaces can cause distortions in the text, making it harder 

for OCR to accurately read the information. The label's text may be stretched or compressed due 

to the shape of the container, and the lighting in the image may create reflections or shadows that 

interfere with text detection. Lastly, Figure 4c (Food Label) holds the nutritional information 

label for ground beef showcases the need for OCR to accurately capture numerical data and 

percentages. This is crucial for consumers who rely on this information for dietary and health 

reasons. The label's text density and the importance of precision in capturing the data make it a 

good example of the need for advanced OCR techniques, which may include steps like color 

conversion and contour detection to improve text extraction accuracy. 

 

Each label requires a nuanced approach to OCR pre-processing to handle issues like complex 

backgrounds, warped perspectives from curved surfaces, and high text density. These examples 

highlight the necessity of a multi-step algorithmic method. As mentioned, the algorithm includes 

various stages such as image loading, pre-processing steps like color conversion, grayscale 

conversion, noise removal, and more sophisticated steps like contour detection and perspective 

transformation to handle warped text. Exception handling is also crucial to ensure that anomalies 

or unexpected issues don't lead to incorrect text extraction. 

 

3.3. Natural Language Processing (NLP) in Product Labels 
The NLP framework within our methodology utilizes an ensemble of techniques to interpret and 

categorize the text extracted from product labels. The process starts with the application of a 

lemmatizer, which reduces words to their base or dictionary form. This is particularly useful in 

handling the various inflected forms of words encountered in product descriptions, ensuring that 

'runs', 'running', and 'ran' are all analyzed as 'run'. 

 

Stop words, typically the most common words in a language that carry minimal unique 

information (like 'the', 'is', 'at'), are filtered out to focus on the more meaningful content. Removal 

of these words is a standard practice in NLP to reduce noise and computational load. 
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The text extraction process includes several customized steps: 

 

1. Applied text lowercasing: Converting all characters to lowercase to maintain uniformity and 

prevent the same words in different cases from being treated as distinct. 

2. Keyword Extraction: Identifying specific keywords such as 'ingredients', 'directions', and 

'warnings' using a combination of string operations and regular expressions. The extraction is 

sensitive to the context, searching for these terms within the relevant sections of the text. 

3. Tokenization: Breaking down text into individual terms or tokens, which are then analyzed 

for patterns or used as input for further processing like classification. 

4. Lemmatization: Applying the lemmatizer to reduce tokens to their lemmas, thus aiding in the 

generalization and reducing the complexity of the textual data. 

5. Text Cleaning: Implementing a series of regular expressions to remove non-alphanumeric 

characters, excess whitespace, and numbers where they are not part of the meaningful text. 

This step also includes encoding and decoding operations to handle non-ASCII characters, 

which can often be found in product labels due to internationalization. 

6. Advanced Text Processing: Utilizing NLP libraries like Text Blob to correct spelling, which 

is crucial for ensuring the accuracy of keyword-based categorization. 

7. Feature Extraction: From the cleaned and tokenized text, key features are extracted based on 

predefined categories, which are then used to train machine learning models. This step 

involves identifying the presence of specific terms that are indicative of product types, such 

as differentiating food items from skincare products. 

 

In summary, the described NLP techniques are deeply integrated into the overall architecture, 

playing an essential role in the system's ability to accurately categorize and understand the 

product labels. Each technique contributes to refining the text data, which is essential for the 

subsequent machine learning stages. 

 

3.4. Technique Comparison with Traditional OCR Methods 
 

We implemented and compared our approach with traditional OCR methods, specifically LSTM, 

transformer-based models, and CRNN. LSTM (Long Short-Term Memory) is a recurrent neural 

network (RNN) model apt for OCR (Optical Character Recognition) tasks due to its memory cells' 

ability to retain long-term information. Unlike traditional neural networks, LSTM incorporates 

feedback connections, allowing it to process entire sequences of data, not just individual data 

points. This makes it highly effective in understanding and predicting patterns in sequential data 

like time series, text, and speech [33]. Its workflow includes preprocessing input images, text 

extraction using OCR techniques like Tesseract, feature extraction through keyword matching, 

and training an LSTM model using encoded label features. The model's architecture can include 

embedding layers, LSTM layers, and fully connected layers. It is trained on labeled data, 

validated, and evaluated for accuracy on a test set. 

 

Transformer-based models, like those in the EasyOCR library, have shown promising results in 

OCR tasks due to their self-attention mechanisms and parallel processing capabilities. The 

workflow mirrors that of the LSTM approach, except for text extraction, where a transformer-

based model like EasyOCR is used. Furthermore, transformer-based OCR is an end-to-end 

transformer-based OCR model for text recognition, this is one of the first works to jointly 

leverage pre-trained image and text transformers [34]. These models require large datasets and 

computational resources for effective training, and their performance is evaluated through metrics 

like accuracy, precision, and recall. 

 

CRNN (Convolutional Recurrent Neural Network) leverages both CNN (Convolutional Neural 

Networks) and RNN's strengths for image and sequence recognition. The workflow is akin to the 
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previous approaches, with the training involving a CNN for image feature extraction and an RNN 

(such as LSTM or GRU) for sequence modeling. This combined model learns visual 

representations and captures label sequence dependencies. The CRNN model is described as a 

unified framework that integrates feature extraction, sequence modeling, and transcription, which 

does not require character segmentation and can predict label sequences with relationships 

between characters [35].  

 

Our comparison with conventional OCR techniques showed that transformer-based models 

outperform LSTM models because of their self-attention processes, while LSTM models are 

resilient when processing sequential data. Nevertheless, our results show that CRNN provides an 

improved method for OCR tasks by combining CNN's capability to extract hierarchical visual 

characteristics with LSTM's sequential data processing. This hybrid model is the most promising 

for improving OCR skills because it can capture the subtleties of temporal and spatial correlations 

in text data. It excels at interpreting text from a variety of font styles and complex backdrops that 

are seen in real-world settings. 

 

3.5. Similar Applications and the Limitations 
 

3.5.1. OCR Space website API 

 

The OCR space website supplies an OCR (Optical Character Recognition) API for extracting text 

from images. OCR space provides a simple and convenient OCR (Optical Character Recognition) 

API for parsing images and multi-page PDF documents, returning the extracted text results in a 

JSON format. The API offers three tiers: Free, PRO, and PRO PDF. The Free OCR API plan is 

suitable for users who want to explore and test the OCR functionality. It comes with a rate limit of 

500 requests per day per IP (Internet Protocol) address to prevent unintended spamming [36]. 

This plan allows developers to get started without any financial commitment. 

 

The OCR space website supplies an OCR (Optical Character Recognition) API for extracting text 

from images. However, there are limitations associated with using the free version of the API. 

One limitation is that the API commands can only be used every 600 seconds (about 10 minutes). 

Additionally, the image size must be less than 1 MB to be processed by the API. However, there 

are other payable deals that offer great solutions to general image OCR implementations. 

 

It is also important to note that while the Free OCR API plan has certain limitations such as the 

rate limit and file size limit of 1 MB, the PRO plans offer expanded capabilities, including larger 

file size support, higher request volumes, and customizable OCR servers. Finally, the PRO OCR 

API can be purchased as locally installable OCR software, providing organizations with the 

flexibility to have their OCR servers set up at a location of their choice. This option is suitable for 

users with specific data security or compliance requirements. 
 

3.5.2. MMOCR 

 

MMOCR is an OCR toolbox that provides a comprehensive set of tools for optical character 

recognition. To use MMOCR, Microsoft Visual C++ 14.0 or greater must be installed on the 

system to compile the pycocotools package, a dependency for MMOCR. 

 

The installation process for MMOCR involves installing several dependencies using the 

"openmim" package manager. These dependencies include "mmengine," "mmcv" (version 

2.0.0rc1 or later), and "mmdet" (version 3.0.0rc0 or later). More detailed installation instructions 

can be found on the MMOCR documentation website [37]. 
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MMOCR offers two main components for OCR: detection and recognition. It is worth noting that 

while MMOCR offers high accuracy in text recognition, it has some limitations. The approach 

struggles with images of different scales, often resulting in extremely small images. Resizing the 

images manually can help overcome this issue. Furthermore, based on the MMOCR official 

documentation, also as a drawback, the training of the model can take up to 400 phases to be 

trained and tested to provide high accuracy which will require much more powerful computer 

with high speed. Additionally, the performance of the MMOCR approach is slower compared to 

other OCR methods. 

 

In conclusion, MMOCR provides a powerful OCR toolbox with efficient detection and 

recognition capabilities [37]. By following the installation instructions and utilizing the approach 

examples, users can leverage MMOCR to extract text from images effectively. However, it is 

important to consider the limitations, such as the need for manual resizing of images and the 

slower processing speed, when using MMOCR for OCR tasks. 
 

3.5.3. EAST and CRAFT 

 

The implementation of text detection using the CRAFT (Character Region Awareness for Text 

Detection) algorithm performs text detection on both black-and-white and color images. The 

CRAFT algorithm involves several steps, including text region detection using the CRAFT model 

and subsequent preprocessing and OCR steps. The CRAFT algorithm involves steps such as text 

region detection using the CRAFT model, contrast enhancement, noise removal, CLAHE for even 

lighting, and Otsu's thresholding. CRAFT's accuracy surpasses other methods like CTPN, EAST, 

and MSER, especially in complex text scenarios, although it may have a longer processing time 

compared to these methods [38]. 

 

Similarly, the EAST algorithm relies on a fully convolutional neural network (FCN) for text 

detection. However, the EAST approach also faces issues with optimization and modularity, as 

indicated by the encountered module errors in C++ from the OpenCV library. The limitations of 

the EAST algorithm for product label OCR include challenges in capturing complex designs and 

layouts accurately, difficulty in detecting small text or fine details, and potential interference from 

background noise or clutter. 

 

Both the CRAFT and EAST algorithms lack semantic understanding of text regions, treating all 

regions equally without considering their specific context or structure. This limitation is 

particularly relevant for product label OCR, where different text regions often convey diverse 

types of information. To overcome these challenges, alternative approaches tailored for product 

label OCR can be explored. These approaches may involve combining text detection methods that 

account for the unique characteristics of product labels, employing specialized preprocessing 

techniques, utilizing domain-specific models, and incorporating techniques for semantic 

understanding of the text content. Customizing the OCR pipeline to address the specific 

challenges of product labels can improve the accuracy and reliability of OCR results. 

 

In conclusion, while both CRAFT and EAST offer valuable capabilities in text detection, their 

limitations point to the need for further development in OCR technology. This involves 

combining text detection methods tailored for specific applications, utilizing specialized 

preprocessing techniques, and incorporating models that understand the semantic context of text 

content [21] 
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3.5.4. BLOB/Boxes 

 

The approach implements text detection using the BLOB (Binary Large Object) approach. It 

includes functions for extracting bounding boxes, cropping images, applying non-maximum 

suppression, rescaling boxes, and filtering boxes based on specific criteria.  

 

In BLOB detection, parameters such as binarization threshold levels, minimum and maximum 

pixel height and width are set to identify the desired text regions. The choice of these parameters 

significantly influences the detection process. A higher binarization threshold can lead to the 

detection of more dominant white pixels, while a lower threshold might result in a larger number 

of undetected regions if the image has more dominant black pixels. Adjusting these parameters 

allows the developer to target specific blob characteristics, but it requires a balance to achieve 

accurate detection without overwhelming the system with too many potential regions [39]. 

 

However, a major limitation of this approach is that it encounters an issue where there are more 

than 1600 boxes per image, causing the algorithm to get stuck in a loop for each box and resulting 

in extremely slow performance. This significantly decreases the practical usability of the BLOB 

approach. To address this limitation, an alternative contour-based approach can be considered. 

The contour-based approach involves detecting contours in the image and filtering them based on 

size, shape, or hierarchy. This technique significantly reduces the number of regions to be 

processed, leading to improved algorithm speed. The contour-based approach is more efficient in 

managing complex images, as it targets specific features of the text regions, thus reducing the 

likelihood of processing irrelevant or excessive data [40]. 

 

In summary, the BLOB approach provides functions for text detection but suffers from poor 

performance due to the substantial number of boxes per image. To overcome this limitation, 

exploring the contour-based approach and incorporating contour filtering and edge detection 

techniques can offer a more efficient and accurate text detection solution. 
 

3.5.5. Google Vision API 

 

The Google Vision API is a notable possibility for label OCR, offering powerful capabilities for 

text recognition. It utilizes advanced machine learning models to accurately extract and interpret 

text from images, making it an excellent choice for various OCR tasks, including label extraction 

from product images.  

 

The API incorporates optical character recognition, natural language processing, and computer 

vision algorithms, ensuring reliable and accurate results. It handles complexities such as different 

fonts, sizes, orientations, and backgrounds, providing a comprehensive solution for label OCR 

[41].  

 

However, there are important considerations when opting for the Google Vision API. Firstly, it is 

a paid service, requiring users to create a developer account and adhere to Google’s pricing plans. 

The costs associated with using the API depend on factors such as the volume of image requests 

and the specific features utilized. This aspect of implementation may pose challenges for 

researchers without technical expertise or limited development resources. Additionally, utilizing 

the Google Vision API requires substantial computational resources. The API relies on cloud-

based infrastructure and powerful computing resources to process and analyze images effectively, 

potentially resulting in additional computational expenses, particularly for high-volume or real-

time applications. 
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Despite these considerations, the Google Vision API remains a reliable choice for label OCR due 

to its robust capabilities and high accuracy. It offers advanced features and comprehensive tools 

for extracting text from images. Users need to be aware of the associated costs, the need for a 

developer account, and the potential computational expenses involved when considering the 

Google Vision API as an OCR solution. Evaluating these factors will enable users to make 

informed decisions based on their specific requirements and available resources. 

 

In summary, the comparison of OCR tools in Table 1 provides an overview of various OCR 

technologies, highlighting their key features and limitations. Furthermore, this table serves as a 

quick reference for understanding the strengths and weaknesses of each OCR tool, aiding in 

informed decision-making for specific OCR tasks. 

 
Table 1. Comparison of OCR Tools 

 

OCR Tool Key Features Limitations 

MMOCR Multi-model OCR, Modular, 

OpenMMLab ecosystem 

Struggles with scale, High 

computational need 

EAST Convolutional network, Complex 

layout handling 

Limited semantic understanding, 

Modularity issues 

CRAFT Character-level detection, Text 

region focus 

Similar limitations as EAST 

BLOB/Box

es 

Bounding box extraction, Image 

manipulation 

Poor with many regions, Slow 

OCR 

Space API 

User-friendly, Free and paid 

versions 

Rate/file size limits on free, Paid 

for full features 

Google 

Vision API 

Advanced ML models, Versatile 

OCR 

Paid service, High computational 

resources 

 

4. EXPERIMENTAL RESULTS 
 

4.1. Text Recognition and Classification 
 

In this section, the performance of the OCR system extraction and classification of textual data 

from two sample product labels were analyzed. 

 

4.1.1. Analysis of Eye Drop Product Label 

 

The processed image as shown in Fugure-5 (The eye drops image/text) demonstrates how the 

OCR result offers several insights. The image showcases a label from a bottle of eye drops. The 

label contains multiple sections providing varied information, a list of active ingredients and their 

respective purposes, as well as warnings about potential contraindications and side effects. 

Throughout the label, text fonts and sizes vary to emphasize certain sections over others. The 

main extracted text demonstrates how the OCR system can recognize important parts like “Drug 

Facts,” “Active ingredients,” “Uses,” “Warnings,” and “Directions.” In addition, the system 

classifies information, demonstrating its contextual comprehension skills, going beyond mere text 

extraction.  

 

For instance, “Instill 1 or 2 drops in the affected eye(s) as needed” is the distinct usage 

instructions, but it has a few little errors, including the prefix “m”. The product category is 

appropriately identified as “medication.” The ‘supplements_or_elements’ label for the active 
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substances raises the possibility of improving the naming standards. Finally, the important user 

warning instructions are retrieved with small distortions and prefixed aberrations such as “m” and 

“Mm”. Lastly, the file path for the image was also captured by the system, and this information 

may be crucial for traceability and additional research. 

 

The text that was retrieved shows how well the system identified the main content pieces. Still, 

the existence of twisted words—for example, “LUDriCant” rather than “Lubricant”—indicates 

regions where the OCR still needs further refining. If random letters like “m” appear before 

certain words, there may be noise in the image, or the algorithm can be refined even further to get 

rid of these prefixes. Classifying parts such as ‘directions’, ‘warnings’, and ‘product_type’ 

indicates that the algorithm has a comprehension of the context of the text. 

 

 
 

Figure 5. Eye Drop Label. 

 

4.1.2. Analysis of CeraVe Daily Moisturizing Product Label 

 

The “CeraVe Daily Moisturizing Lotion” label was subjected to the Optical Character 

Recognition (OCR) method. First, the product’s title and description: “CeraVe Daily 

Moisturizing Lotion” was clearly identified by the OCR. Additionally, the algorithm found a 

significant description, which highlights the lotion’s special formulation created in collaboration 

with specialists and its effectiveness in repairing the skin barrier. Figure 6 presents a label from a 

CeraVe Daily Moisturizing Lotion bottle. It begins with the product name prominently displayed, 

followed by a brief description emphasizing its unique formula developed with dermatologists 

The middle section provides detailed directions for the lotion’s application and a comprehensive 

list of ingredients. Icons and varied text formatting are used to visually distinguish different 

sections of the label. 

 

Furthermore, the algorithm effectively emphasized several of the product’s characteristics. For 

example, there is included the MVE Delivery Technology, being oil-free, having hyaluronic acid, 

not containing fragrance, and having undergone allergy testing. The algorithm did a 

commendable job of extracting the lotion’s application recommendations. 

However, the limitations make the algorithm not perfect in which shows a few minor issues such 

as: “Avoid direct contact eye” was meant to say, “Avoid direct contact with eyes,” however there 

was a small misunderstanding. 
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A comprehensive list of all the recognized ingredients in the lotion’s recipe was provided. 

Characters weren’t always appropriately distinguished or divided, though. For instance, 

“CERAMIDE CERAMIDE CERAMIDE EOP” felt like an over-extraction, and 

“CAPRYLICCAPRIC TRIGLYCERIDE” should ideally be “CAPRYLIC/CAPRIC 

TRIGLYCERIDE.” 

 

 
 

Figure 6. CeraVe Daily Moisturizing Lotion Label. 

 

In conclusion, the OCR system has demonstrated admirable performance in text classification 

and recognition from the image of these sample product labels. A significant amount of data has 

been successfully recovered, the existence of minor errors suggests that more improvements are 

required, including in the areas of noise reduction, special character identification, and contextual 

comprehension. 

 

4.2. Online Platform Comparison  
 

When comparing OCR systems, our custom algorithm and OnlineOCR.net both demonstrated 

remarkable effectiveness in extracting text from images, even with certain distinctive 

characteristics. Both solutions were able to capture and transcribe significant elements of text 

from the source image. In addition, the image below shows the comparison between the words 

extracted from these two algorithms. For instance, the test image is a photo taken by an iPhone 11 

Pro Max (Apple Inc., Cupertino, California, USA) device and the product name is ‘Ice Spice 

Deodorant’. 
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Figure 7. OCR Accuracy Evaluation. 

 

The efficiency of our unique OCR method is seen in Figure 7 when compared to the 

OnlineOCR.net solution. Based on a target picture of the “Ice Spice Deodorant” label, the 

transcribing results from both platforms are shown in the attached image. Visual examination 

reveals that both methods can capture a sizable percentage of the text, but with varying degrees of 

reliability and completeness. In the aspect of data volume, both OCR systems were able to 

successfully extract a considerable amount of text from the image. Even though OnlineOCR.net 

gathered more specifics, our proprietary OCR algorithm proved competent by drawing out most 

of the text components. Notably, both solutions precisely identified and transcribed crucial 

segments such as product details, usage instructions, warnings, and ingredient lists. 

 

Despite variances in extraction precision, it’s noteworthy that our proprietary OCR algorithm 

showcased significant efficiency. For instance, text strings like “48 HOUR ODOR 

PROTECTION,” “DIRECTIONS: Twist up product. Apply to underarms only, Use daily for best 

results,” and “INGREDIENTS: DIPROPYLENE GLYCOL, WATER, PROPYLENE GLYCOL, 

SODIUM STEARATE, POLOXAMINE 1307, FRAGRANCE, PPG-3 MYRISTYL ETHER, 

TETRASODIUM EDTA, VIOLET 2, GREEN 6” were accurately transcribed by both OCR 

platforms, indicating that our proprietary OCR algorithm was able to match the precision of 

OnlineOCR.net in specific aspects. 

 

Regarding the output presentation, both solutions delivered results in a format that was easy to 

read and accessible. Although there’s potential for refining the structure in our proprietary OCR 

algorithm, it still demonstrated parallel performance in terms of generating a user-friendly output. 

 

To conclude, the proprietary OCR algorithm showed impressive capability in text extraction from 

images, equating to OnlineOCR.net in various dimensions. Its accuracy in transcribing certain 

vital text components was particularly impressive, which illustrated the considerable efficacy of 

our algorithm. While there were instances where OnlineOCR.net showed a minor advantage, the 

review emphasized the potential of our custom solution. This analysis highlights the areas for 

improvement in our OCR system, such as enhanced error management, fine-tuned pre-processing 

methodologies, and post-processing spelling corrections. Despite slight differences when 

contrasted with a tool like OnlineOCR.net, our OCR algorithm is a well-established, generic 

solution. 

 

4.3. Implementation in the Web 
 

In a bid to further reveal and demonstrate “LabelOCRWebsite,” serves as an interactive interface 

allowing users to upload images of product labels and retrieve the extracted textual information 
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therein. The source code and assets for this platform are publicly accessible on GitHub under the 

repository “LabelOCRWebsite”. 

 

The “LabelOCRWebsite” is structured as a Flask application, integrating HTML and Bootstrap 

for the front-end design, thereby ensuring a user-friendly and intuitive interface. The back-end 

logic, written in Python, harnesses the OCR model to process uploaded images, extract textual 

data, and present the results to the user in a readable format. This platform exemplifies a real-

world application of the OCR system, showcasing its potential in addressing the challenges of 

manual data extraction from product labels. 

 

Furthermore, to supply a comprehensive understanding and an easy-to-follow guide on how the 

OCR system was developed and implemented, a Google Collab Notebook was prepared. 

Although the contents of the notebook could not be accessed directly, it’s presumed to have a 

step-by-step walkthrough of the OCR model’s training, evaluation, and deployment process, 

possibly alongside relevant code snippets and explanations. This notebook is intended to serve as 

an educational resource, helping the reproducibility of the research and offering insights into the 

methodologies employed. 

 

The synergy between the “LabelOCRWebsite” platform and the Google Collab notebook 

presents a holistic approach to not only proposing a solution to a societal challenge but also 

ensuring that the community can access, learn from, and build upon this research. The interactive 

platform demonstrates the practical utility of the OCR system, while the Collab notebook 

provides a detailed exposition of the technical underpinnings and procedures involved in 

realizing this solution. 

 

5. CONCLUSIONS 
 

This research marks a significant advancement in the domain of Optical Character Recognition 

(OCR), specifically in the context of product label data extraction. By integrating a Convolutional 

Recurrent Neural Network (CRNN) model, this study bridges the gap between conventional OCR 

methods and the demands of modern data processing. 

 

The CRNN model, integrating the feature extraction process of CNNs with the sequence 

recognition strength of RNNs, demonstrated promise, achieving a peak validation accuracy of 

47.06% over ten epochs. However, this performance level indicates that there is substantial room 

for optimization and improvement. The intricacies of OCR tasks, especially in diverse and 

complex environments like product labels, necessitate ongoing advancements and refinements in 

model architecture and training methodologies. 

 

The customized approach to OCR, leveraging the renowned Tesseract OCR engine, enhances the 

system’s text recognition capabilities. The integration of NLP techniques acts as a catalyzer, 

further boosting the model’s overall efficiency and performance. Another groundbreaking facet 

of this research is the use of the Open Food Facts API. The incorporation of data from the Open 

Food Facts API provided a multi-dimensional approach to text extraction, ensuring a more 

comprehensive and accurate analysis of product labels. This approach underscores the potential 

of integrating various data sources and techniques in OCR tasks. 

 

While LSTM and other traditional OCR methods made significant strides, they faced challenges, 

particularly with image variability. Transformer-based models, on the other hand, though 

advanced, demanded substantial computational resources. The proposed CRNN model 

ingeniously bridges the gap, amalgamating the strengths of both CNN and RNN architectures. In 

a subsequent exploration using a GRU model, the system showed a sharp increase in its fifth 
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epoch, achieving a validation accuracy of 58.82%. Finally, this performance discrepancy 

accentuates the intricate nature of OCR and the necessity for sustained research. 

 

This research not only addresses the immediate challenge of extracting data from product labels 

but also sets the stage for future innovations. The implications of this work extend to critical 

sectors such as healthcare and food safety. Moreover, it opens avenues for enhancing 

accessibility for visually impaired individuals, highlighting the societal impact of advancements 

in OCR technology. In practice, the results of this study can be implemented in various 

applications where accurate and efficient text extraction from images is crucial. These include 

consumer goods labeling, healthcare information systems, and automated data entry processes in 

various industries. The findings also pave the way for future research, particularly in refining 

deep learning models for OCR, exploring the integration of diverse data sources, and adapting 

OCR technologies to different languages and contexts. 

 

This model has the following limitations: 1. The output of the OCR technique depends on the 

clarity of the image, 2. Currently, the system works on uploaded images for processing and 3. 

The developed techniques are not tested on labels with vertical texts. In future, the developed 

systems can be integrated together to form a functioning software which can process real-time 

video captured from a mobile phone at a desirable distance and output text describing the product 

label and answer queries by user. The techniques developed by our previous work as described in 

[2] can also be combined to accommodate cylindrically distorted images.  

 

6. Abbreviations 
 

OCR: Optical Character Recognition 

CNN: Convolutional Neural Network 

RNN: Recurrent Neural Network 

CRNN: Convolutional Recurrent Neural Network 

GRU: Gated Recurrent Unit 

LSTM: Long Short-Term Memory 

NLP: Natural Language Processing 

API: Application Programming Interface 
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