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ABSTRACT 
 
This paper introduces the Boswell Test, a new benchmark for artificial intelligence (AI) that builds upon 

the legacy of the Turing Test. Inspired by James Boswell's insight into Samuel Johnson, it evaluates AI's 

potential to evolve from mere assistants into indispensable companions with human-like understanding. 

The test is divided into Test-A (mastery of human nuances) and Test-B (critical thinking). This study 

presents an initial implementation of Test-B, focusing on AI chatbots' analysis of global AI policies and 

calculates a Boswell Quotient using metrics of normalized median grades, accuracy, consistency, user-

friendliness, and truthfulness to reveal strengths and limitations of current AI, paving the way for more 

humanistic advanced systems. 
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1. INTRODUCTION 
 
We stand at a transformative juncture in AI development. In 2022, Google LaMDA [1] and 

OpenAI ChatGPT [2] surpassed the Turing Test [3], rendering obsolete the historic 1950 
benchmark for mimicking human responses. This milestone prompts an intriguing question: what 
should define AI's next frontier? I propose the Boswell Test as the new defining standard. 

 
The "Boswell Test" draws inspiration from Samuel Johnson's [4] quote, "I'm lost without my 
Boswell," highlighting James Boswell's [5] profound insight into Johnson's life. It also echoes 

Sherlock Holmes's reliance on Dr. Watson as "my Boswell" in Conan Doyle's [6] tales. This test 
challenges AI to evolve beyond mere assistants into indispensable companions, entities we'd feel 
"lost without." Achieving this requires AI to enhance human critical thinking [7] while deeply 
understanding our nuances, emotions, and preferences to provide proactive guidance. 
 
The Boswell Test comprises two components: 
 

 Test-A: Mastery of human nuances and emotions (currently beyond technological 
capabilities). 

 Test-B:  Demonstration of basic critical thinking skills (potentially achievable now). 
 
Using today's technology, I assess Test-B's critical thinking component through challenging 
mathematical and engaging queries. I analyze responses focusing on global AI policies, outline 
the testing methodology with data analysis metrics, introduce Wilhelm’s automated approach [8] 
via OpenRouter [9], and explore future directions for this framework. 
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2. TESTING AI CHATBOTS 
 
Since January 2025, AI innovations have accelerated, with new chatbots emerging rapidly. 
Notable releases include DeepSeek R1 in January, Alibaba Qwen 2.5 and xAI Grok 3 in February, 
and Monica Manus in March. Despite the excitement surrounding these AI assistants, many 
function more as enhanced search engines than truly intelligent systems. To assess their 
capabilities, I challenged them with complex mathematical problems reminiscent of those 

requiring heuristic reasoning [10] in early expert systems [11]. 
 
I presented 10 free-tier chatbots with a 1988 International Mathematical Olympiad (IMO) 
number-theory problem [12] that young Terence Tao [13] encountered in Australia. The bots 
failed to demonstrate the heuristic reasoning necessary for solving the problem. A subsequent 
complex integration problem yielded similar disappointing results, with many bots making 
obvious algebraic errors and neglecting to verify both intermediate and final answers. These 
mistakes resemble AI hallucinations [14], plausible but incorrect outputs from Large Language 

Models (LLMs) [15] due to limitations in training data, contextual understanding, or uncertainty. 
Examining their chain-of-reasoning [16] details revealed two critical weaknesses: insufficient 
training in algebraic manipulation and a lack of intuitive reasoning skills. Unlike early expert 
systems that effectively emulated human expertise, such as doctors making diagnoses through 
targeted questions and rule-of-thumb reasoning, these chatbots fell short in exhibiting the human-
like problem-solving abilities necessary for my math challenges [17]. The results were 
underwhelming. 

 

3. GLOBAL AI POLICIES 
 

The contrasting AI governance approaches of the United States (US) and the European Union 
(EU) were prominently showcased at the Paris AI Action Summit on February 12, 2025. The US 
embraced a techno-optimistic stance [18], advocating for deregulation to foster economic growth, 
while the EU adopted a techno-pessimistic approach [19], prioritizing safety through regulation. 
Inspired by this dichotomy, I tasked the same 10 free-tier chatbots, including ChatGPT, 
DeepSeek, Google Gemini, Grok and Perplexity AI, with analyzing "the strengths and 
weaknesses of global AI policies." 

 
Their detailed essay responses proved difficult to summarize without introducing bias or 
omissions. To mitigate this, I implemented a peer-review process, where each chatbot evaluated 
the essays of the others, including their own, simulating a panel of professors providing feedback 
and assigning a grade. This approach aimed to distinguish between chatbots with insightful 
analytical capabilities and those offering only superficial responses. 
 

4. METRICS FOR THE INAUGURAL BOSWELL TEST 
 
I compiled the grades from the AI policy questions by the 10 free-tier chatbots into a 10x10 
matrix (Table 1), representing the first quantitative output of Boswell Test-B. Rows show grades 

received, columns grades given, and diagonals self-assessments. This matrix provides a rich 
source of metrics for ranking analysis. 
 
To maintain distinct letter grades throughout the data analysis, I used L1-statistics. Row medians 
represent the raw grades received by each chatbot. Similarly, column medians represent the raw 
grades assigned by each chatbot. 
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Table 1. Cross-Assessment of AI Policy Query Responses by 10 AI Models 

 

 
 

Table 2. Normalized (Bias-Corrected) Grades of All Raw Grades in Table 1 

 

 
 
Table 1 presents this cross-assessment matrix by the 10 AI models evaluating each other's 
responses to the AI Policy query. As the data shows, grading biases were apparent, with some 
chatbots exhibiting leniency and others applying stricter standards. To address this, bias 
corrections were calculated and applied to achieve a normalized perspective in Table 2. For 
instance, if a chatbot's median assigned grade were 'A-' while the overall median grade was 'B+', 

the chatbot's grades would be adjusted downward by 0.5 GPA points. Using a Jupyter notebook, I 
computed each chatbot's median deviation from the group median, 'B+' in the bottom-right 
corner of Table 2. These deviations were then used to transform the raw grades into normalized, 
bias-corrected grades (Table 2). The last column of Table 2 lists each chatbot's adjusted median 



International Journal of Artificial Intelligence and Applications (IJAIA), Vol.16, No.2, March 2025 

60 

grade; the last row details the bias corrections applied, which, when reversed, restore the original 
grades 
 
The normalized (bias-corrected) grades of Table 2 permit fairer comparisons, enabling the 

derivation of the following two metrics: 
 

 Accuracy: Defined as the divergence from a perfect score ‘A+’, representing an idealized 
"top student." Lower grades indicate reduced accuracy; for instance, a divergence of 
approximately 0.25 GPA per grade received results in an ‘A’. 

 Consistency: Defined as the range of bias-corrected grades received. Narrow ranges 
suggest an evaluation consensus, while wider ranges indicate greater judging disparity. 
For simplicity, a minimal range is graded as ‘A’ and a maximal range as ‘C’, based on L1 

statistics (min, Q1, median, Q3, max). 
 
Table 3. Application of Boswell Test-B Metrics and Resulting Boswell Weighted Quotient 

 

 
 

Table 3 consolidates metrics into a Boswell Weighted Quotient, enabling discrimination between 

insightful and superficial chatbots. The first four columns recap raw medians (last column of 
Table 1), grading biases (last row of Table 1), bias corrections (last row of Table 2), and 
normalized medians (last column of Table 2). I included two additional metrics: 
 

 User-Friendliness: Defined by response speed, with 'C' assigned for timeouts or "server 
busy" messages and 'B' otherwise; a subjective metric given the constraints of free-tier 
services. 

 Truthfulness: Indicated by transparency of version identification, earning ‘B’, evasiveness 

earns ‘C’; a placeholder needing sharper criteria. 
 
These two criteria serve as placeholders and merit further refinement, as they capture essential 
but nuanced AI behaviors that defy easy measurement. 
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Utilizing these five metrics, normalized median grades, accuracy, consistency, user-friendliness, 
and truthfulness, I computed Boswell Quotients from dot products of weights and metrics, as 
displayed in the final column of Table 3. Weighting was assigned to each metric based on its 
perceived reliability, with normalized median grades receiving 40%, accuracy and consistency 

each receiving 20%, and user-friendliness and truthfulness each receiving 10%. Note that the 
Boswell Quotients tend to be lower than the normalized median grades due to the influence of the 
less reliable metrics. These assigned weights can affect the final ranking. 
 
Building upon these findings and my earlier math evaluations, five AI chatbots—ChatGPT, 
DeepSeek, Grok, Perplexity AI and Qwen (listed in alphabetical order)—emerged as standouts as 
of February 2025. Their performance highlights their potential as intelligent assistants, going 
beyond the functionality of mere tools, and offering significant benefits to users, particularly 

students. 
 

5. WEIGHTS VARIANCE AND AUTOMATION 
 
The selection of appropriate weighting coefficients is a critical and challenging aspect of deep 
learning and large language model (LLM) training for AI. To explore the sensitivity of the 
Boswell Test results to weighting, I tested two alternative weight sets on the data in Table 2, 
excluding the less reliable metrics of user-friendliness and truthfulness. 
 

Table 4. Comparison of Three Weighting Schemes 

 

 
 

In the first variation, I increased the weight of normalized median grades from 0.4 to 0.6, while 
maintaining accuracy and consistency at 0.2 each. In the second variation, I shifted emphasis 

towards accuracy, assigning it 0.3, reducing consistency to 0.1, and keeping normalized median 
grades at 0.6. 

 
While consistency or consensus is generally valued, it's not sacrosanct in scientific progress. As 
Max Planck, who sparked the quantum revolution, remarked, capturing what is now known as the 
Planck’s Principle [20]: "A new scientific truth does not triumph by convincing its opponents, but 
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rather because its opponents eventually die, and a new generation grows up that is familiar with 
it." This suggests that subjective evaluations should prioritize merit or innovation over consensus, 
especially when breakthroughs are nascent or initially difficult to assess. Consequently, exploring 
a reduced weight for consistency may provide useful insight. 

 
Table 4 presents the outcomes of all three weighting schemes in its final three columns, with the 
second row detailing the applied weight ratios. The minimal variations across the results suggest 
that any of these weighting configurations is reasonably defensible and robust, highlighting the 
stability of the underlying data and the resilience of the evaluation method to moderate changes 
in weighting. Another possible conclusion would be that the normalized median grades alone 
may have been sufficient to rank AI chatbots effectively. 
 

To expand the scope of the analysis, Alan Wilhelm automated this methodology across 17 
chatbots via OpenRouter [9], nearly doubling my initial sample. He also refined the user-
friendliness metric with more precise latency measurements. His results, available on his GitHub 
repository [8], align closely with those presented in Table 3, showing median grades ranging 
from ‘A-’ to ‘A’, with some at ‘B+’ [21]. I invite others to experiment with this approach and 
enhance the test further. 
 

5. DISCUSSION AND CONCLUSIONS 

 
This inaugural Boswell Test analysis reveals new metrics that are ready for further refinement. To 

accommodate the rapidly evolving AI field, the Boswell Test is designed with a dual focus: Test-
B, which emphasizes present-day capabilities in critical thinking, and Test-A, which targets the 
long-term development of personalized insights. 

 
Despite the accelerated progress towards Test-A, capturing nuanced human qualities remains 
elusive, primarily due to the difficulty of obtaining robust data in AI algorithms. Nevertheless, 

proactive AI agents and tone modulation options, such as xAI Grok 3’s voice customization [22], 
signal potential for innovative breakthroughs in the near future. 

 
Another key challenge in Test-A is the incorporation of originality [23], which is intrinsically 
linked to heuristic reasoning. The difficult math challenges [24] I posed, which exposed the 
current AI's inability to make heuristic leaps [25], could very well become a defining milestone 

for Test-A. Reflecting on my 40-year journey from my early expert system study of Prospector 
[26] in 1980 under Professor Pople (creator of Internist-1 CADUCEUS) [27], I find it 
encouraging that heuristic reasoning could once again play a pivotal role in advancing AI. 

 
Both Test-A and Test-B are currently affected by the phenomenon of hallucination, which is 
readily apparent in complex math-based problems or in coding for software development. While 

more precise queries could lessen the rate of misinterpretations, written words often contain 
ambiguity. Therefore, future AI iterations need to seek clarification on branching questions for 
clarity and to learn individual trait preferences through continual learning with memoization [28]. 
Ultimately, the Boswell Test aims for AI to be both sharp assistants and trusted companions. 
While the qualities of originality and deep personal insight remain relatively scarce, and no AI 
currently knows us as well as Boswell knew Johnson or Watson knew Holmes, AI currently relies 
on human innovation for its training and growth. The long-term goal of Test-A is to reverse this 

dynamic, fostering AI to be personalized models of genuine AI companions, so we could 
confidently assert, "I’m lost without my AI, my Boswell.” Achieving the Test-B milestone shall 
unlock Artificial General Intelligence (AGI) [29] and all-domain experts. 
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This long-term AI goal will inevitably impact the development of global-scale AI models. 
Further AI progress and discussion may continuously affect policy areas, such as the debate 
between Tech-Optimism, which promises to build an age of abundance or utopia, and Techno-
Pessimism, which voices fear for Algorithmic Manipulation and the construction of Terminator-

like dystopias. A balanced, human-guided approach, perhaps along the lines of David Sachs’s 
Techno-Realism [30], may be the most prudent path forward, blending human oversight with the 
judicious application of AI’s benefits. 
 
HASHTAGS:   #BOSWELLTEST  #BOSWELLQUOTIENT  #AIRESEARCH  #PETERLUH168 
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