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Abstract: 
Data mining also known as knowledge discovery in databases has been recognized as a promising new 
area for database research.  The proposed work in this paper is about optimizing the data with clustering 
and fuzzy association rules using multi-objective genetic algorithms.  This algorithm is implemented in two 
phases.  In the first phase it optimizes the data to reduce the number of comparisons using clustering.   In 
the second phase it is implemented with multi-objective genetic algorithms to find the optimum number of 
fuzzy association rules using threshold value and fitness function. 
 
Keywords: Fuzzy sets, Genetic algorithms, clustering and association rules. 
 
 

1. Introduction: 
    Data Mining - the process of finding patterns from very large volumes of data has 
received enormous attention by the research community, for its significance [2].   In 
data mining important evaluation criteria are efficiency and comprehensibility of 
knowledge.   
      The discovered knowledge should as well describe the characteristics of the data 
besides facilitating for better understanding while leading the way to use it effectively 
[2]. 
     A few researchers have focused on the use of fuzzy sets in discovering association 
rules [5,7], but the results achieved are not realistic and it is extremely a hard bitten 
process of specifying the fuzzy sets.  This experience has made the researchers turn in 
using algorithms along with fuzzy association rules for better results [8].  
Uncompromising researchers have started using multi-objective genetic algorithms for 
optimum results [12,16, and 18].    
    This paper in our opinion is a true reflection of the efficient research – offering best 
results for optimized data, where data mining rules along with fuzzy logic and multi-
objective genetic algorithms use threshold value and fitness function. 
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 The paper comprises nine sections where it briefly introduces the data mining 
rules, fuzzy quantitative association rules and multi-objective optimization in sections 
2,3 and 4 and extensively discusses the multi-objective genetic algorithm in section 5.  
It emphasizes the fitness evaluation in section 6. followed by the problem description- 
proposed algorithm and flow chart in section 7, while section 8 leads to the summary 
arriving at conclusion, section 9 gives the list of references.   

 
2. Data Mining Rules: 

 
     Now a day’s most of the data available all over the world are stored in databases.  
Data Mining also known as knowledge discovery in databases has been recognized as a 
promising new area for database research.  This area can be defined as efficiently 
discovering interesting rules from large databases [4].     
     Clustering is the process of grouping the data into classes or clusters so that objects 
within a cluster have high similarity in comparison to one another but are very 
dissimilar to objects in other clusters.  By clustering, one can identify dense and sparse 
regions and therefore, discover overall distribution patterns and interesting correlations 
among data attributes.  In the hierarchical methods of clustering CURE (Clustering 
Using REpresentatives) that adopts a middle ground between centroid based and 
representative object based approach.  The process of CURE can be summarized as 
follows.  Starting with individual values as individual clusters, at each step the closet 
pair of clusters are merged to form a new cluster.  This is repeated until only k clusters 
are left.   As a result the values of each attribute in the database are distributed into k 
clusters.   The centroids of the k clusters are the set of midpoints of the fuzzy sets for 
the corresponding attribute. 
     Data Mining is the step in knowledge discovery process that attempts to discover 
novel and meaningful patterns in data.  One important topic in data mining research is 
concerned with discovery of interesting association rules.  An association rule is an 
implication of the form  X�  Y, where both X and Y are sets of attributes or items; it is 
interpreted as: “for a specified fraction of the existing transactions, a particular value of 
X determines the value of Y as another particular value under a certain confidence” [7]. 
Support and confidence are the major factors in measuring the significance of an 
association rule.  Simply support is the percentage of transactions that both contain X 
and Y while confidence is the ratio of the support of yx∪ to support of X.  So the 
problem can be stated as finding interesting association rules that satisfy user-specified 
minimum support and confidence.  

 
3. Fuzzy quantitative association rules: 

 
    The theory of fuzzy sets has been recognized as a suitable tool to model several kinds 
of patterns that can hold in data.  A general model was developed to discover 
association rules among items in a crisp set of fuzzy transactions [10].    Some work has 
recently been done on the use of fuzzy in discovering association rules for quantitative 
attributes [3,5,7]. 
Given a database of transactions T, its set of attributes I it is possible to define some 
fuzzy sets for attribute ik with a membership function per fuzzy set such that each value 
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of attribute ik  qualifies to be in one or more of the fuzzy sets specified for ik.  The 
degree of membership of each value of ik   in any of the fuzzy sets specified for ik  is 
directly based on the evaluation of the membership function of the particular fuzzy set 
with the specified value of ik as input.  The following form of fuzzy association rules 
were used [16]. 

 
Definition: 
 A fuzzy association rule is expressed as: 

 
  If Q = {u1, u2, up} is      F1 = {f1, f2, fp}  
          then       
R = {v1, v2, . . . , vq}    is       F2 = {g1, g2, . . , gq }, 
 
where Q and R are disjoint sets of attributes called item sets, i.e. Q ⊂ I, R ⊂ I and 
 Q ∩  R =φ ; F1 and F2 contain the fuzzy sets associated with corresponding attributes in 
Q and R, respectively, i.e., fi is the class of fuzzy sets  related to attribute ui and gj is the 
class of fuzzy sets related to attribute vj .Finally, “Q is F1” is called the antecedent of the 
rule while “R is F2” is called the consequent of the rule. For a rule to be interesting, it 
should have enough support and high confidence value, larger than user specified 
thresholds [16].  For generating the fuzzy association rules the following formula is used 
to calculate the fuzzy support of item set Z and its corresponding set of fuzzy sets F 
which is denoted by  and T denotes the number of transactions in database T  
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4. Multi-objective optimization: 

Contrary to single objective optimization problem, multi-objective optimization 
problem deals with simultaneous optimization of several incommensurable and often 
competing objectives such as performance and cost. For example, when the design of a 
complex hardware is considered, it is required that the cost of such systems be minimized 
while the performance is maximized. If there is more than one objective criterion as in 
the example mentioned above, some of them can be considered as constraints in the 
problem. For example, while trying to optimize a system for large performance at low 
cost, the size of the system must not exceed the given dimensions as a separate 
optimization criterion. By this way, a multi-objective optimization problem can be 
formalized as follows.  

A multi-objective optimization problem includes, in general, a set of a parameters 
(called decision variables), a set of b objective functions, and a set of c constraints; 
objective functions and constraints are functions of the decision variables.  

The optimization problem is modeled as: 
min / max y = f (x) = (f1(x), f2(x), ..., fb(x)) 
constraints e(x) = (e1(x), e2(x), ..., ec(x))  ≥ 0 
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with x = (x1, x2, ..., xa). ∈  X 
y = (y1, y2, ..., yb) ∈Y 

where x is the decision vector, y is the objective vector, X denotes the decision space, and 
Y is called the objective space; the constraints e(x) ≥  0  
determine the set of feasible solutions [16]. 

 
Consider the above definition and assume that the two objectives performance (f1) and 
cheapness (f2), the inverse of cost, are to be maximized under size constraints (e1). Then, 
an optimal design might be an architecture, which achieves maximum performance at 
minimal cost and does not   violate the size of limitations. If such a solution exists, then 
actually we have to solve only a single-objective optimization problem.  The optimal 
solution for either objective is also the optimal for the other objective. However, what 
makes multi-objective optimization problems difficult is the common situation when 
individual optima corresponding to the distinct objective functions are sufficiently 
different.  In Fig.1.1, consider the values of support and confidence of fuzzy rules as 
objective functions. In this regard, a solution defined by corresponding decision vector 
can be better than, worse, or equal to, but also indifferent from another solution with 
respect to the objective values as shown in Fig.1.1. Better means a solution is not worse 
in any objective and at least better in one objective than another. For example, while the 
solution represented by point B is worse than the solution represented by point A, the 
solution with C is better than that of A. However, it cannot be said that C is better than D 
or vice versa. This is because one objective value of each point is higher than the other 
one. Using this concept, an optimal solution can be defined as a solution which is not 
dominated by any other solution in the search space. Such a solution is called Pareto 
optimal, and the entire set of optimal trade-offs is called the Pareto-optimal set, which is 
represented  in Fig.1.1.  In such an optimization problem, the objectives are conflicting 
and cannot be optimized simultaneously. Instead a satisfactory trade-off has to be found. 
Therefore, it is necessary to have a decision making process in which preference 

support 
Pareto optimal = non dominated 

      D 
indifferent 

       B 
 
      worse 

          C 
better 

A 
 
  indifferent 

confidence 

dominated 

Fig.1.1   The concept of pareto optimality 
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information is used in selecting an appropriate trade-off. In the literature, strong 
association rules have been defined as the rules having the values of support and 
confidence above certain threshold values. If the attributes in a rule include quantitative 
values, another important measure for strong association rules becomes to find the 
number of appropriate fuzzy sets and their membership functions. In this case, if the 
interval of a membership function is shrunk, the value of support of the rule concerning 
that membership function decreases. However, it can be said nothing about the value of 
confidence of that rule. 
  

5.   Multi-objective genetic algorithms: 

Genetic Algorithms are heuristic optimization methods whose mechanisms are 
analogous to biological evolution.   A good general introduction to genetic algorithms is 
given in [1].  In Genetic algorithms the solutions are called individuals or chromosomes.  
After initial population is generated randomly, selection and variation functions are 
executed in a loop until some termination criteria is reached.  Each run of the loop is 
called generation.  The selection operator is intended to improve the average quality of 
the population by giving individuals of higher quality a higher probability to be copied 
into next generation.  The quality is measured by fitness function. 

 
Chromosome encoding has two different encoding schemes. The first tries to find 

the appropriate fuzzy sets in a certain rule such that the desired criterion in the previous 
section, whether a rule is interesting or not can be judged either subjectively or 
objectively. Ultimately, only the user can judge whether a given rule is interesting or not. 
Furthermore, this judgment may differ from one user to another. However, Objective 
Interestingness Criterion can be used as one step towards the goal of pruning 
uninteresting rules from presentation to the user. 

b 1
ki
: [min(D

ki ), max(D
ki
)] 

R
ki
: [min(D
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), max(D
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Fig.1.2 Membership functions and base variables of attribute ik 
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b 2
ki
:[min(D

ki
),R

ki
] 

b 3
ki
:[R

ki
,max(D

ki
)] 

b 4
ki
:[min(D

ki
),max(D

ki
)] 

 

Chromosome encoding: 

To illustrate the encoding scheme used, membership functions for a quantitative 
attribute ik having three fuzzy sets and their base variables are shown in Fig.1.2.Each 
base variable takes finite values. For instance, the search space of the base value b1

ik lies 
between the minimum and maximum values of attribute ik, denoted min( )(

ki
D ) and 

max(
ki

D ), respectively. So, based on the assumption of having three fuzzy sets per 
attribute, as is the case with attribute ik, a chromosome that consists of  the base lengths 
and the intersection point is represented in the following form: 

 
432143214321 .............

2222211111 mmmmm iiiiiiiiiiiiiii bbRbbbbRbbbbRbb  

 

To illustrate the process, consider 5 quantitative attributes. It is assumed that each 
attribute can have at the most 5 fuzzy sets.  So, a chromosome that consists of the base 
lengths and the intersecting points is represented in the following form. 
 

1110512111105984763542321121
555555111111111111121111

.................... iiiiiiiiiiiiiiiiiiiiiiii bbRbbwbbRbbRbbRbbRbbRbbw       

where, the gene 
jiw denotes the number of fuzzy sets for attributes ij . If the number of 

fuzzy set equals 2, then while decoding the individual, the first two base variables are 
considered and the others are omitted. However, if 

jiw  indicates to 3, then the next three 

variables are taken into account more. So, as long as the number of fuzzy set increases, 
the number of variables to be taken into account is also enhanced.  The chromosomes are 
represented as a floating point number and their genes are real parameters when using a 
real-valued coding.   The value of gene is reflected under its own search interval by the 
following formula 

))min()(max()min(
max

k
i

k
i

k
i

k
i jjjj

bb
g

g
bb −+=  

Where g is the value of gene in search 
maxg  is the maximum value of the gene g may take 

k
i j

bmin  Are the minimum value of the reflected area? 
k
i j

bmax  are the maximum values of the reflected area 
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. In multi-objective problems both fitness assignment and selection must allow for several 
objectives.  One of the methods used for fitness assignments is to make direct use of the 
concepts of Pareto dominance [17]. 
 

6. Fitness evaluation: 
 

 In a given population the fitness function is measured as the goodness of an 
individual and also the success of a genetic algorithm is to optimize the fitness function.  
This fitness function should be carefully set, by taking into considerations all the factors 
that play an important role in optimizing the problem under investigation.   The new 
population is generated in the process is evaluated with respect to the fitness function.  
The evaluation process is the main source for providing the mechanism for evaluating the 
status of each chromosome, and is also the main criteria for linking the genetic 
algorithms and the system. The decoded chromosome which accepts the fitness function 
produces an objective value as a measure of performance of the input chromosome.  The 
aim of the genetic algorithms employed in this study is to maximize the large item sets 
and minimum support values in a given interval.  The fitness function of genetic 
algorithms is calculated as follows 

     Fitness = ]1[arg]1sup[min_]sup[(min_
2

−−×−−�
=

n

i

iitemsetselii  

 Where n is number of iterations in a given interval of minimum support values 

7.. Problem Description: 

They are many algorithms proposed in [18].  However a trial is taken to improve 
the algorithm using Genetic Algorithms.  Normal Distribution is taken as the situation 
arises out a more natural phenomenon.  A fuzzy threshold value � [0, 1] is used.  If the 
fuzzy value of the items to be inserted at any stage is greater than equal to (�) threshold 
then only it is accepted otherwise it is discarded.    
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Fig.1.3        Flow chart showing proposed algorithm 
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The proposed algorithm: 

Input: Population size: N 
           Maximum number of generations: G 
            Crossover probability: pc  
             Mutation rate   :   pm 
             Threshold value: Th 
Output: Nondominated set: S 
1 Set P0 = � and t = 0, For h = 1,to N  do 
   a) Choose i∈  I , where i is an individual and I is the individual space,    
        according to  normal distribution, 
    b) Set P0 = P0 + {i}  
2 a)Randomly for each individual i and Pt , 
   b) Determine the encoded decision vector and objective vector and          
        calculate the scalar fitness value F(i) with respect to the approach  
        mentioned above. 
3 Set P' =�: For h= 1 to N do 
    a) Select one individual i∈Pt with respect to its fitness value F(i) 
    b) Set P' = P' + {i}  if the fuzzy threshold value of i ≥  Th. 
4 Set P'' =�   For  h = 1 to N/2 do 
     a) Choose two individuals i, j∈ . P' and remove them  from P' 
     b) Recombine i and j  using crossover The resulting offsprings are k, l ∈  I 
     c) Insert k, l into P'' with probability pc, otherwise insert  i, j into P'' if the   
         threshold value of i, j ≥ Th 
5 Set P''' =�, For each individual i∈  P'' do 
     a) Mutate i with mutation rate pm. The resulting individual is j∈  I 
     b) Set P''' = P''' + {j } if the threshold of j ≥  Th. 
6. Set Pt+1 = P'' and t = t +1.  
      If t = G or another termination criterion is satisfied then return S = p(Pt ),     where the 
p(Pt ) gives the set of non-dominated decision vectors in Pt . In other words, the set   p(Pt   
) is the non-dominated set regarding Pt . 
 Otherwise go to step 2, i.e, execute steps 2  to 6. 
 
    Fig 1.4     The proposed algorithm : 
 

 

7. Summary and Conclusions: 

The data mining process from numerical attributes is more difficult for analysts than 
itemized data in general. In this paper we propose multi-objective genetic algorithms for 
optimizing data mining rules based on the fitness function and threshold value.  These 
algorithms with fuzzy sets are used to propose a new algorithm for optimizing the data 
through clustering and association rules.  The main purpose of the second stage is to 
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reduce the size of data objects to a moderate one so as to be suitable for genetic 
algorithms in second stage. So it is possible to obtain more appropriate solutions, with a 
number of large item sets and interesting association rules. At every stage of iterations of 
genetic algorithms, number of items is reduced.  As a result of all these advantages it 
shows that the proposed approach is more appropriate and can be used more effectively 
in achieving an optimal solution than the classical methods.  
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