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ABSTRACT

Aspect-based sentiment analysis (ABSA) is an essential task in natural language process-
ing (NLP) that aims to extract both aspects and their corresponding sentiment polarities
from textual data. Despite its importance, ABSA faces challenges in accurately capturing
nuanced sentiments, particularly in complex and context-dependent scenarios. This paper
introduces a novel technique that employs few-shot learning with the GPT-4 model to de-
termine the sentiment of specific aspects within the text. By using a template prompt along
with few-shot examples, we enhance ChatGPT’s in-context learning capability, thereby im-
proving the effectiveness of aspect-based sentiment classification. Our tests and evaluations
demonstrate that this method achieves state-of-the-art results in ABSA. This research rep-
resents a significant advancement in sentiment analysis methodologies, especially in cap-
turing nuanced sentiments toward specific aspects.

KEYWORDS

Sentiment Analysis, Aspect Based Sentiment Analysis, Natural Language Processing, Chat-
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1 INTRODUCTION

Aspect-based sentiment analysis (ABSA) is an essential task in natural language process-
ing that seeks to extract nuanced sentiments related to various aspects within the same
content. As part of fine-grained opinion mining, ABSA focuses on analyzing opinions at a
more granular level in order to provide a more accurate representation of the underlying
sentiment [14].One of the main sub-tasks of ABSA is aspect-based sentiment classifica-
tion (SC), which seeks to determine the sentiment polarity of specific aspects referenced
within a sentence. With the increasing demand for more in-depth analysis of opinions
expressed in various domains, SC has recently gained significant attention, and multiple
research studies have been conducted to develop aspect-specific feature induction meth-
ods that improve its accuracy, such as encoder and decoder models [40],[8]. To illustrate
the practical application of SC, consider the sentence “The price is reasonable although
the service is poor“, as shown in Figure 1. In this instance, SC requires a model to as-
sign a positive sentiment to the aspect word “price “. The underlined word in Figure 1
represents the explicit expression of the sentiment relevant to the specified aspect. This
example demonstrates SC’s fundamental role within ABSA, emphasizing its significance
in predicting sentiment polarities associated with designated aspects in diverse content.
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ChatGPT1 has recently become a popular choice among researchers and businesses
since its launch in November 2022. As a large language model, it has gained considerable
attention for its capacity to produce coherent and human-like text across diverse topics. A
key factor in its success is the implementation of reinforcement learning from human feed-
back (RLHF) methodologies[20], which helps align its responses with human preferences.
This AI-powered language model excels in engaging in smooth conversations, generating
code and poetry, solving complex mathematical problems [35], and demonstrating a variety
of emerging capabilities [6]. These features have attracted significant public interest.

Although ChatGPT has achieved significant success, it is essential to explore its capa-
bility boundaries to understand where it excels and falls short. This exploration is crucial
for further development. The question arises as to whether ChatGPT can enhance ABSA
by providing accurate insight into sentiment towards specific aspects and improving the
performance of ABSC models.

To address this question, this paper proposes a novel technique to enhance ChatGPT’s
efficacy in aspect-based sentiment classification. Our approach aims to improve the model’s
ability to accurately capture nuanced sentiment variations associated with specific aspects
within the text. The objective is to enable ChatGPT to not only understand the overall
sentiment of a piece of text but also discern and appropriately respond to sentiments
associated with individual aspects. We conducted extensive experiments on the SemEval
2014, 2015, and 2016 datasets by [21, 22, 23] for ABSC task, which includes the laptops
and restaurants domains. Our methods outperformed state-of-the-art (SOTA) approaches
in both domains. Specifically, our approach achieved an accuracy of 88.66% for Laptop14,
87.19% for Restaurant14, 93.56% for Restaurant15, and 94.51% for Restaurant16.

Our contributions are as follows:

– As part of our research on prompt engineering, we have developed a specialized prompt
template specifically designed for aspect-based sentiment classification (ABSC). This
template enhances the model’s ability to accurately identify relevant aspects within a
given context, thereby improving its effectiveness in ABSC.

– Our technique involves the strategic selection of limited training data for in-context
learning. By employing this method, we achieve a higher performance compared to
existing techniques in aspect-based sentiment classification.

– Our method is adept at identifying both explicit and implicit aspects. For explicit
aspects, we utilize precise categorization, while for implicit aspects, we introduce a
novel labeling strategy by designating them as ”noaspect term”. This dual approach
ensures comprehensive aspect identification in sentiment analysis.

This paper is organized as follows: Section 2 reviews related work, outlining existing
methodologies and their limitations in aspect-based sentiment analysis. Section 3 details
our technique’s methodology, including prompt learning with GPT-4 and data preprocess-
ing. Section 4 describes the experimental setup and validation datasets. In Section 5, we
compare our model’s results with state-of-the-art baselines. Section 6 concludes with a
summary of our findings and explores potential future research directions.

1 OpenAI
https://platform.openai.com/docs/models/gpt-4.
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Fig. 1. Illustrates a sample of sentence. The aspects are indicated by red highlights, while
the corresponding opinions are represented by underlining words.

2 RELATED WORK

The ABSA field has gained significant attention in fine-grained opinion mining. ABSA
involves identifying the sentiment polarity associated with each specific aspect within sen-
tences. One of the biggest challenges in ABSC is capturing sentiment changes based on
the surrounding context. Another challenge is recognizing aspects explicitly or implicitly
mentioned in the text. Finally, resolving ambiguity when a term refers to multiple aspects
is also a major challenge. Various approaches have been proposed to enhance the efficacy
of ABSA, such as memory networks [29, 32], convolutional networks [13], attentional net-
works [33, 16], and graph-based networks [39, 30]. These techniques have been extensively
explored in recent years. The latest advancements in ABSA performance include using
Pre-trained Language Models (PLMs) such as BERT [3] and RoBERTa [15] that employ
context-encoder schemes. These models, as reported in studies by [12, 37, 28],and [38],
have achieved state-of-the-art results.

However, context modeling using PLMs may lack aspect-specificity. To address this,
various approaches have been suggested. One approach is to use aspect-specific input
transformations, such as aspect companion, aspect prompt, and aspect marker, to promote
PLMs to pay more attention to an aspect-specific context [17]. Another approach is to use
sentiment knowledge-enhanced prompts, like SentiPrompt to tune the language model in
a unified framework, explicitly modeling term relations and achieving better performance
[10]. These methods have shown effectiveness and robustness, achieving state-of-the-art
performance on sentiment polarity prediction and opinion span extraction tasks in ABSA
[26].

Prompt engineering, a recent technique in natural language processing, involves care-
fully designing high-quality task prompts. It serves as an interface for users to interact with
language learning models (LLMs) such as decoder-only GPT-3 [1] and encoder-decoder
T5 [24]. [25] uses an instruction learning paradigm for the ABSA. ChatGPT, a recently
introduced decoder-only LLM, has gained significant attention due to its remarkable abil-
ity to generate coherent responses across diverse NLP tasks, including translation [7],
information extraction [36], and sentiment analysis [34].

Recent studies have explored the potential of ChatGPT in enhancing sentiment anal-
ysis. Fatouros et al. [5] find that ChatGPT outperformed FinBERT in financial sentiment
analysis. Similarly, Erfina and Nurul and Korkmaz et al. in [4] and [9] reported positive
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user sentiments towards ChatGPT, with the majority expressing satisfaction. These find-
ings suggest that ChatGPT can be a valuable tool in sentiment analysis. However, it still
has room for further improvements in aspect-based sentiment analysis.

Our approach addresses ABSC by utilizing prompts and ChatGPT to capture aspect-
specific context specifically. We initiate the process by distinguishing between explicit and
implicit aspects and then apply our methods to analyze the input dataset. By leveraging
our approach, we aim to achieve better performance in sentiment polarity prediction tasks
in ABSA. Furthermore, our approach can potentially improve aspect-based sentiment
classification (ABSC) models, allowing few-shot learning scenarios.

3 METHODOLOGY

This section provides an overview of the Aspect-Based Sentiment Classification in Subsec-
tion 3.1. Then it elaborates on a novel method to augment the capabilities of ChatGPT
for ABSA. The improvement is rooted in the application of few-shot learning, which is
achieved by embedding training data within the template of the prompt, thus promot-
ing in-context learning. This strategy and its implications are further expounded upon in
Subsection 3.2

Fig. 2. The overall architecture of the method.

3.1 Aspect-based sentiment Classification

In our study, we explore ABSC, a specific aspect of sentiment analysis that aims to iden-
tify the emotional tones or sentiments linked to particular aspect terms in a text, like a
review sentence. The primary objective of ABSC is to determine the sentiment polarities
connected to each aspect term in a sentence.

To clarify, let’s take a review sentence denoted as Si. Within this sentence, there ex-
ist n distinct aspect terms, each possibly conveying a distinct sentiment polarity. These
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polarities are denoted as SPi = {sp1i, sp2i, . . . , spni}, where each spki indicates the senti-
ment polarity associated with the kth aspect term aki in the sentence Si. This procedure
converts the initial sentence into several instances, each illustrating a different aspect term
along with its respective sentiment polarity.

Our model’s approach is designed to manage this complexity. For every sentence Si and
its related aspect term aki, the model utilizes a function, represented as ABSC(Si, aki),
to process and ascertain the sentiment polarity spki linked to that particular aspect term.
This procedure is iterated for each aspect term in the sentence, culminating in a thorough
analysis where each aspect term is paired with its corresponding sentiment polarity.

Through this systematic method, the model can thoroughly examine each sentence,
evaluating and categorizing the sentiments associated with specific aspect terms, thus of-
fering a nuanced comprehension of the sentiments conveyed in the text. This strategy is
crucial for precisely assessing sentiment in situations where multiple aspects are deliber-
ated, each potentially evoking distinct emotional reactions.

3.2 Proposed Methods

In this section, we explain in detail how our aspect-based sentiment classification model
works. Firstly, we implement prompt learning by partnering with GPT-4. Subsequently,
we generate prompts from the data. Following this, we utilize the model via an API key
to categorize the specific aspect within the provided context in chunks. In addition, we
present the overall architecture of this model in Figure 2, with a detailed description to
follow in the subsequent sections.

Preprocessing Our initial step involves the utilization of the original dataset, as outlined
in Table 1. Following this, our attention shifted towards the meticulous cleaning and
preparation of the data, aiming to create structured inputs suitable for training and testing
datasets.

In the process, we restructured the original dataset, organizing the input format based
on individual sentences and their corresponding aspect terms requiring polarity classifica-
tion. This restructuring was implemented to enhance the clarity and effectiveness of the
input structure for our analytical purposes. As depicted in Figure 3, our approach involves
utilizing sentence Si and the associated aspect to predict the sentiment polarity for each
aspect term.

Consequently, we incorporate sentence Si and integrate the prompt, wherein the aspect
term is denoted as aspect. This ensures that our analysis is conducted with a well-prepared
and systematically organized dataset, facilitating accurate sentiment polarity predictions
for specific aspect terms.

Prompt Template Certainly, ChatGPT demonstrates remarkable proficiency across var-
ious zero-shot and few-shot tasks. However, its performance in task-specific contexts heav-
ily depends on the quality of prompts used for guidance, as highlighted by [42]. Conse-
quently, a specialized prompt template is crafted specifically for the purpose of conducting
sentiment classification for a particular aspect. This task is one of the aspect-based senti-
ment analysis.

Initially, we established the task and provided essential definitions and instructions
about ABSC. Due to the need to classify specific aspects from the context and output
format, we utilized a few examples from the training data. As a result, the input data will
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Fig. 3. Example of data preprocessing for aspect-based sentiment analysis.

be structured in a way that follows the format of the training samples, as shown in Figure
4.

Few-shot Learning In order for ChatGPT to learn within a few-shot scenarios, it needs
examples to learn from. However, due to the limited space for prompts in ChatGPT, it is
not possible to provide all examples from the training data at once. A significant question is
whether we must select a few examples from the training data for each test example. Recent
research [19] suggests that accurate demonstrations are not always necessary, and even
randomly replacing labels in the demonstrations has a minimal impact on performance
across tasks. Our experiments support this observation as shown in Figure 5. Therefore,
this study does not consider label balance, such as sentiment polarity. We only use the
first 10 reviews from the training dataset for each domain.

4 EXPERIMENTS

In this section, we validate the effectiveness of our approach through experiments con-
ducted on four widely used public datasets. We also provide a detailed description of the
experimental setup for our model, offering valuable insights for future research. Addition-
ally, we compare our results with state-of-the-art baseline models.

4.1 Datasets

We gather four publicly available datasets to evaluate the effectiveness of ChatGPT com-
pared to specialized methods for aspect-based sentiment classification. These datasets
serve as a benchmark for ABSA tasks and comprise customer reviews from two domains,
namely laptops (Lapt14) and restaurants (Rest14, Rest15, and Rest16) [21, 22, 23]. Table
1 displays the statistics of these four datasets. Each sample in these datasets consists of
three parts: a single sentence that describes the product review, a particular aspect ex-
tracted from the review, and its corresponding sentiment polarity. It is worth noting that
each sample in the datasets has only one sentiment polarity, which can be either positive,
negative, or neutral.

4.2 Experimental Setup

To evaluate the ABSC task performance of the model, we use the API key to send a prompt
message to the gpt-4-0613, a highly efficient and cost-effective GPT-4 model. The API’s
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Fig. 4. The prompt template.

temperature is set at 0, yielding mostly deterministic outputs, with the other parameters
kept at their default values.

To ensure a thorough assessment of Model’s ABSC task performance, we start with
instructions following the provided guidelines. However, due to token limit constraints in
OpenAI’s processing, we divide the procedure into multiple parts. Each part includes 100
test data instances, ten from the training set, and the prompt’s instruction. We repeat
this process for all input datasets. Subsequently, we consolidate all parts into one file and
evaluate them against the ground truth label. This method enables us to effectively assess
ChatGPT’s ABSC task performance.

Baseline Methods To thoroughly evaluate the effectiveness of the method proposed in
this paper, we have compared our model with the state-of-the-art baseline models. Here
are the selected models with a brief introduction to each.
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Table 1. Statistics of Datasets

Dataset Positive Negative Neutral

Train Test Train Test Train Test

Laptop14 994 341 870 128 464 169

Restaurant14 2164 728 807 196 637 196

Restaurant15 912 326 256 182 36 34

Restaurant16 1240 469 439 117 69 30

– In 2020, Wang et al. [31] introduced the Relational Graph Attention Network (R-
GAT), which is designed to encode a novel tree structure extracted from a conventional
dependency parse tree. This network enhances the representation of the new tree for
improved information processing in context.

– In 2021, Li et al. [11] In their paper, they present DualGCN, a dual graph convolu-
tional network that combines the strengths of both syntax structures and semantic
correlations for effective integration.

– In 2022, Zhang et al. [41] have proposed a neural network model called dotGCN, which
is syntax-based and aims to identify the relevant contextual information in relation to
the aspect term.

– In 2023, Cao et al. [2] introduced HRLN-RoBERTa, a model that aims to address
the challenge of confirming the mapping between the aspect and the core context.
This model comprises a heterogeneous network module and a reinforcement learning
module based on a knowledge graph, which work together to improve the accuracy of
aspect-based sentiment analysis.

– In 2021, Mao et al. [18] define two machine reading comprehension (MRC) problems
and tackle all related subtasks by simultaneously training two BERT-MRC models
with shared parameters.

– In 2023, Shi et al. [27] proposed PRoGCN that combines RoBERTa with a Graph
Convolution Network by inserting task-specific prompting words into raw text to guide
the model. This prompted feature representation aids in generating a textual knowledge
graph, enhancing both syntactic and semantic features.

– in 2023, Scaria et al. [25] added positive, negative, and neutral examples to each train-
ing sample, and utilized a Tk-Instruct model to tune the model for ABSA subtasks.

Evaluation Metrics We employed accuracy metrics to assess Aspect-Based Sentiment
Classification (ABSC). In presenting our findings, we report the results of various compared
methods as documented in the original studies [25, 27].

5 RESULTS

This section presents the results of the baseline methods applied to the aspect-based sen-
timent classification datasets (Laptop14, Restaurant14, Restaurant15, and Restaurant16),
as shown in Table 2. Additionally, we compare these results with the performance of our
proposed model.

In evaluating aspect-based sentiment classification, our proposed model consistently
outperforms baseline methods across all datasets. The main results highlight the effective-
ness of our model, with remarkable accuracy percentages: 88.66% for Laptop14, 87.19%
for Restaurant14, 93.56% for Restaurant15, and an outstanding 94.51% for Restaurant16.

The improvements observed in our model’s performance for aspect-based sentiment
classification can be attributed to several advancements. First, our preprocessing of the
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datasets ensures that the input data is of high quality, noise-free, and appropriately format-
ted. This step enhances the model’s ability to accurately detect and categorize sentiments
associated with specific aspects.

Second, by leveraging few-shot learning techniques, our model benefits from improved
in-context learning capabilities. Embedding relevant training examples within the prompt
allows GPT-4 to better understand the task requirements and generalize from limited
data, leading to better performance.

Additionally, the use of carefully crafted input prompts tailored to the aspect-based
sentiment classification task guides the model to focus on the relevant aspects and sen-
timents. This approach increases the accuracy and reliability of the model’s responses.
Clearly defining the task and conducting targeted few-shot training sessions enable the
model to capture nuanced sentiment variations associated with different aspects. This
training improves the model’s ability to discern and respond to specific sentiments effec-
tively.

Finally, extensive experiments conducted on the SemEval 2014, 2015, and 2016 datasets
provide a robust evaluation framework. The consistent performance improvements across
multiple datasets, including Laptop14, Restaurant14, Restaurant15, and Restaurant16,
demonstrate the model’s generalizability and robustness. These advancements collectively
contribute to the performance gains of our proposed model, as evidenced by its higher
accuracy rates compared to state-of-the-art baseline methods.

5.1 Few-shot Results

In this section, we analyze a few-shot learning results in the ABSC context using the
“Restaurants 14“ dataset and discuss GPT-3.52 and GPT-4’s3 observed performance based
on the number of examples available.

Our few-shot investigation of the GPT-3.5 and GPT-4 models give interesting results,
as shown in Figure 5. Analysis was done using the first 100 examples “Restaurants 14“
dataset to look at how well the model can do ABSC when trained with a different number
of training examples.

Fig. 5. Few-shot example results on ABSC on 100 input data.

One-Shot Learning Performance of GPT-4 in one-shot learning is exceptionally
strong, indicating an advanced initial grasp of tasks, potentially due to more sophisticated

2 gpt-3.5-turbo-1106
3 gpt-4-0613
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pre-training or improved generalization capabilities. This is in contrast to previous models
like GPT-3.5, which do not exhibit similar out-of-the-box efficiency.

Three-Shots Learning In a three-shot learning scenario, GPT-3.5 shows significant
improvement over its one-shot performance, but still lags behind GPT-4. This suggests
that GPT-3.5 may require more examples to effectively adapt to new tasks, reaching near
the competency of GPT-4 with additional context.

Nine-Shots Learning With nine examples, both models demonstrate improved per-
formance compared to one-shot learning. However, GPT-4 maintains a consistent level of
performance from three to nine shots, whereas GPT-3.5 shows only a minor gain. This
indicates that while GPT-3.5 benefits from more examples, its learning curve is less steep
compared to GPT-4.

Consistency Across Few-Shot Scenarios: Across all few-shot scenarios (from one
to nine shots), our methodology exhibited consistent performance for each model. This
consistency is a testament to the robustness of the approach and suggests that the models’
performance is stable across a range of few-shot learning contexts.

5.2 Comparative Results

In this section, we delve into the comparative analysis of various state-of-the-art models,
benchmarking their performances across four public datasets. Each model under consider-
ation has been rigorously evaluated for its proficiency in discerning sentiment or extracting
pertinent information within specific domains. Notably, our proposed model distinguishes
itself by demonstrating exceptional effectiveness in all datasets examined.

Table 2. Comparing the results of experiments across four benchmark datasets on ABSC.

Model Laptop14 Restaurant14 Restaurant15 Restaurant16 Average

R-GATa 78.21 86.60 - - 82.41
DaulGCNa 78.48 84.27 - - 81.38
dotGCNa 81.03 86.16 85.24 93.18 86.65
HRLN-RoBERTaa 66.2 66.9 60.5 76.5 67.8
BERT-MRCa 75.97 82.04 73.59 - 77.2

InstructABSAb 81.56 85.17 84.50 89.43 85.41

PRoGCNb 81.82 87.32 86.53 93.02 87.42

Our modelb 88.66 87.19 93.56 94.51 91.23
aSupervised Learning.
bFew-shot Learning.

Overall Performance Improvement:
Across all datasets, our proposed model demonstrates a consistent improvement in aspect-
based sentiment classification. The average performance across the four benchmark datasets
is 91.23%, indicating the robustness and efficacy of our approach compared to the baseline
methods.

Domain-specific Achievements:

In the aspect-based sentiment classification task on the Laptop14 dataset, our model
achieves an accuracy of 88.66%, outperforming dotGCN and PRoGCN by 7.63% and
6.84%, respectively.
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For the Restaurant14 dataset, our model achieves an accuracy of 87.19%, outperform-
ing dotGCN by 1.03% and closely matching the PRoGCN performance. On the Restau-
rant15 dataset, our model achieves an accuracy of 93.56%, surpassing PRoGCN by 7.03%.

In the evaluation of the Restaurant16 dataset, our model demonstrates the performance
with an accuracy of 94.51%, outperforming dotGCN by 1.33% and PRoGCN by 1.49%. The
consistent performance of our model across these distinct domains highlights its robustness
and effectiveness in aspect-based sentiment classification.

In this study, we observed differences between few-shot learning and supervised learning
methods in aspect-based sentiment analysis (ABSA). Few-shot learning with ChatGPT,
particularly using a template prompt integrated with examples, showed better performance
compared to traditional supervised learning. This improvement is attributed to ChatGPT’s
enhanced in-context learning ability, allowing it to more accurately classify sentiments
related to specific aspects in texts. The method developed in this study leverages the
adaptive learning capabilities of ChatGPT, making it more efficient in capturing nuanced
sentiments without the extensive labeled data typically required in supervised learning.

6 CONCLUSION

This paper introduces a method to improve the performance of aspect-based sentiment
classification by leveraging prompt engineering and advanced linguistic feature analy-
sis.Combining these techniques enables the accurate categorization and interpretation of
complex sentiments associated with various features within a text, resulting in improved
classification accuracy.

The developed methodology achieves state-of-the-art results, demonstrating the feasi-
bility and effectiveness of combining prompt engineering with sophisticated natural lan-
guage processing models. The findings highlight potential improvements in the accuracy
of sentiment analysis and underscore the importance of continuous improvements and
adaptations in analytical methodologies to address evolving linguistic nuances and com-
plexities.

Our study significantly contributes to the field of sentiment analysis by highlighting the
importance of ongoing refinement in sentiment analysis techniques. The progress outlined
in this study sets the stage for future research and development, fostering the continual
advancement of sentiment analysis methodologies to better understand and interpret the
complexities of human language.

Future research in aspect-based sentiment classification aims to enhance the field by
focusing on several key areas. First, integrating context-aware models will improve the
detection of nuanced sentiments across various domains by considering the broader context
of the text. Second, developing sophisticated techniques to identify implicit aspects and
their associated sentiments will tackle one of the more challenging tasks in sentiment
analysis. Finally, expanding datasets to encompass more diverse and multilingual data will
enable thorough evaluation and enhance the applicability of our methods across different
languages and cultures.
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