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ABSTRACT 

 
Fast development of knowledge and communication has established a new computational style which is 

known as cloud computing. One of the main issues considered by the cloud infrastructure providers, is to 

minimize the costs and maximize the profitability. Energy management in the cloud data centers is very 

important to achieve such goal. Energy consumption can be reduced either by releasing idle nodes or by 

reducing the virtual machines migrations. To do the latter, one of the challenges is to select the placement 

approach of the migrated virtual machines on the appropriate node. In this paper, an approach to reduce 

the energy consumption in cloud data centers is proposed. This approach adapts harmony search 

algorithm to migrate the virtual machines. It performs the placement by sorting the nodes and virtual 

machines based on their priority in descending order. The priority is calculated based on the workload. 

The proposed approach is simulated. The evaluation results show the reduction in the virtual machine 

migrations, the increase of efficiency and the reduction of energy consumption. 
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1. INTRODUCTION 

 
Cloud computing is a model based on computer networks which propose a new paradigm for the 

supply, use and delivery of services (including infrastructure, software, and platform) via the 

Internet. With the growth of the information technology, there is a need to perform computing 

tasks everywhere and every time. In addition, people want to conduct heavy computing tasks 

without owning expensive hardware and software. Cloud computing is the latest technology to 

answer these requirements. It provides a flexible infrastructure for a variety of computing and 

storage services, with the aid of virtual machines (VMs) [1,2]. 

 

From the perspective of a cloud provider, the important thing is to achieve maximum profitability 

by minimizing operating costs and guarantying the service level agreement (SLA). Therefore, 

energy management in cloud data centers has become very significant for achieving such 

objective. The rise of the cloud and the growing demand of its structure, has increased energy 

consumption dramatically in data centers. A typical data center with thousand racks requires ten 

megawatts of power which will be greater than the data center operating costs [2]. From 1990 to 
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the present day energy consumption has doubled and is forecasted to increase by 2.2%, almost 

every year, until 2040 [9]. This high energy consumption may increase the costs and reduce the 

profits for the cloud providers. As the temperature increases, reduction of equipment life, 

reduction of reliability, violations in QoS and SLA will be happened [6]. 

 

Due to the growing popularity of cloud computing users and increasing public awareness 

worldwide towards sustainable use of resources, researchers have devised a cloud with the 

implications of the environment friendly, namely green cloud computing to reduce both energy 

consumption and carbon dioxide emission. In this regard, several techniques are introduced. One 

of these is consolidation of VMs. In this technique, the workloads of multiple physical machines 

are placed on a single physical machine and the machine with low workload is off or hibernated. 

In order to consolidate, there are two challenges: 1- Choosing the best physical machine for 

placement of the VM on it so that we have the maximum physical resources and the least loss of 

resources. 2- If the mapping is not done correctly it will lead to an increase in the number of 

migrating VMs and because in the migration, CPU and bandwidth are used to transfer memory 

pages from the source to the destination node, therefore, it will lead to increase in energy.  

 

The objective of this study is to choose the best physical machine to reallocate a VM and to 

reduce of migration of VMs in order to reduce energy consumption. To achieve this goal, the 

harmony search algorithm (HSA) will be adapted to select the appropriate physical machine for 

reallocation and the algorithm used in [34] will be used to reduce the number of migrations. 

The remainder of this paper is as follows: In Section 2, the works related to the topic are 

explored. In Section 3, HSA will be described. In Section 4, our approach is proposed and 

evaluated. In Section 5, the simulation results will be analyzed. In Section 6, the conclusions and 

recommendations for future works will be discussed. 

 

2. RELATED WORKS 

 
Nathuji et al. [35] examined the problem of large-scale resource management in their virtual data 

centers and it was the first time that the power management technique was employed in the 

virtual systems. In addition, the hardware scalability and consolidation of VMs were used 

together and an energy management technique, namely the scalability of the software resources 

was applied by the authors. The aim of this approach was making use of guest VMs and the 

authors divided resource management in local and global politics. At the local level, the power 

management of the guest VM is in each physical machine and in global politics which is 

responsible for managing multiple VMs, in order to release the low load host and to save energy, 

VMs are consolidated. Results showed that the proposed approach leads to effective coordination 

of VMs and power management policies and energy consumption is reduced by 34%. 

 

Verma et al. [36] proposed a power-aware framework for a heterogeneous virtual environment. 

They used hardware techniques such as dynamic voltage and frequency scaling (DVFS) and 

virtualization to manage energy. A global manager is defined to allocate new VM and reallocate 

migrated VM. The migration cost is calculated using the size of VMs. The authors also compared 

several algorithms for solving the power optimization problem. They resolved some problems of 

the bin-packing approach, including variable size bin and the packaging cost by using the first-fit 

decreasing (FFD) algorithm. In FFD, first the bins are sorted in decreasing order, then starting 

from the biggest bin, they will be examined to fit inside a package. The results show that this 

framework has saved about 25% in power. 

 

Reallocation of the VM using the power aware best fit decreasing (PABFD) algorithm on a set of 

heterogeneous physical machines to minimize power consumption in a virtualized data center was 
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studied by Boyya and Belaglazov [2,3,4,5]. According to PABFD, first, VMs are sorted in 

decreasing order based on the efficiency of their processors. Then, the sorted machines will be 

allocated to the nodes that have the least power increase after allocation.  

 

Fu and Zhou [13] studied the research works by the cloud team [3,5] to propose a new approach 

to reduce energy consumption. They used the policy of improving VM selection based on the 

CPU usage and allocating the migrated VM to a host using the minimum correlation coefficient 

(MCC) method. It means that by placing the migrated VM, the performance of its host will be 

degraded and the functionality of the existing VMs on this host will be disrupted. 

 

Murtazaev and Oh [34] integrated the nodes using the VM migration algorithm in green cloud 

computing. Because migration costs a lot for the cloud supplier, the second goal of the authors 

was to minimize the number of migrations. Their approach outperforms the bin-packing heuristic 

algorithms, such as the first-fit decreasing algorithm. 

 

Suresh kumar and Aramudhan [29] scheduled tasks using both harmony search and bat 

algorithms. The objective function that is considered in HSA, selects a solution and compares it 

with the worst solution available in the harmony memory. This approach will be used as a task 

scheduler service in the software as a service (SaaS) level. 

 

Hoang et al. [18] offered a framework for real time Wireless Sensor Networks (WSNs) based on 

HSA and optimizes energy distribution in such networks by reducing the distance between their 

nodes. Harmony search optimizer algorithm executes in a reasonable time for real-time 

operations in order to improve the lifetime of WSNs and apply it in real world projects such as 

the environment temperature and fire detection. The results show that using the proposed 

protocol, the lifetime of WSNs is increased. 

 

3. HARMONY SEARCH ALGORITHM (HSA) 

 
The HSA was first introduced in [28]. It has been applied for many optimization problems, such 

as water distribution networks, modeling of underground water and energy saving. HSA is faster 

and more converged than the particle swam optimization (PSO) algorithm and genetics and has 

lower equations and parameters [15, 16]. 

 

In order to explain the HSA, the process of producing music is checked by a skilled musician. 

Harmony as the coordination in music is a name for complementary notes or complementary 

frequencies which are added to the main melody to transfer feelings and make the music more 

beautiful and more pleasant [28]. 

 

Consider the musicians of an orchestra. Each of them is a variable in HSA. The resulting 

harmony in the orchestra, in fact is an answer or solution vector and continuous exercises of 

musicians are the number of repetitions in HSA. As every harmony in the orchestra after 

production should be evaluated in terms of aesthetics, each solution in HSA should be evaluated 

with fitness function. In each iteration, musicians try to improve their new harmony, where the 

aesthetic of such harmony is better than the previous ones [28].  

 

In order to maintain the best previous harmony in HSA, the harmony memory is used. This 

memory is implemented as a matrix where each row is a solution and the entries are the variables 

considered for each solution. The number of columns of the matrix shows the dimensions of the 

solution [28]. The number of rows in the matrix is called the harmony memory size (HMS). The 

last column of matrix is considered to save the fitness function of each row (solution). A view of 
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the harmony memory matrix (HM) is shown in Figure 1, where N is the dimension of the 

solution. 

 
Figure 1.  Harmony Memory Matrix 

 

The important thing in this algorithm is to find the best solution among existing solutions and to 

select the appropriate values for the parameters to increase the effectiveness and performance of 

this approach. The purpose of parameter settings is selecting the best values for parameters, so 

that the performance of the algorithm become optimal (best possible performance). These values 

may have a significant impact on the efficiency and effectiveness of the algorithm [16]. 

 

4. THE PROPOSED APPROACH FOR REDUCING ENERGY CONSUMPTION IN 

CLOUD DATA CENTERS 

 
This paper aims at energy efficiency in the infrastructure as a service (IaaS) level. The main 

technique used for improving the efficiency of resources in the data centers is virtualization. The 

proposed approach reduces both the VM migration and energy consumption, using dynamic 

placement of migrated VMs. This approach has four steps: 

 

1- Sorting the hosts in descending order by their work loads 

 

2- VMs are selected from the low load host for migration and are sorted in descending order 

by their ranking in the list of migration. It is worth noting that there is a possibility of 

migration if all VMs are able to migrate from the considered host. If this is 

impossible for a single VM, there is no migration from that host.  

 

3- Placing the VMs from the list of migration to the target host considering the threshold of 

70% (i.e., the VMs are given to the host that the ranking summation of the VM and 

the host is less than the threshold of 70%).  

 

4- Shutting down the low load host. 

 

This research focuses on VM placement.VM placement can be considered as the bin packing 

problem, in that the bins are the hosts and packets are VMs. Because bin packing is a NP-hard 

problem [34], heuristic methods are used to solve them.  

 

In order for consolidation and migration of VMs, the algorithm proposed in [34] is used and to 

calculate the rankings, the formulas introduced in [34] is applied. The optimal solution for the 

placement of migrated VMs is achieved using modified HSA. In this study, the fitness function is 

defined as follows: VM will be given to a host if the ranking summation of VM and the host is 

less than the threshold (70%). The pseudo-code of the proposed approach to improve VM 

allocation to the host is illustrated in Figure 2. 
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Figure 2.  The Pseudo-code of the Proposed Approach 

 

5. SIMULATION RESULTS 

 
The CloudSim simulator is used to evaluate the proposed approach. The specification of the test 

environment used by the simulator is depicted in Table 1. The profile of the hosts is shown in 

Tables 2 and 3. The data set is obtained during ten business days of the entire test period [5], 

randomly from 800 host and the infrastructure layer (Table 4). For placing the migrated VM, to 

suitable host, HSA is implemented in the simulator. The algorithms and formulas proposed in 

[34] are applied. 

 

The proposed approach is compared with PABFD with respect to the number of VM migration 

(Figure 3), the number of active hosts (Figure 4), energy consumption (Figure 5) and migration 

efficiency (Figure 6). 

 
Table 1.  Hardware and Software Test Environment 

 

INTEL  CPU Model  

I7-2.0 GHz  Number of Cores  

6 GB Memory  

WIN8 Operating System  

NETBEANS7.3 Software  

 
Table 2.  Profile of the Hosts 

 

Host HP ProLiant G4 HP ProLiant G5 

CPU 1 x Xeon 3040 (1860 MHz) 1 x Xeon 3040 (2660 MHz) 

Cores 2 2  

RAM (GB) 80 80 

Bandwidth (Gbits/s) 10 10 
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Table 3.  Energy Consumption of the Hosts 

 

CPU Load HP ProLiant G4 HP ProLiant G5 

0% 86 93.7 

10% 89.4 97 

20% 92.6 101 

30% 96 105 

40% 99.5 110 

50% 102 116 

60% 106 121 

70% 108 125 

80% 112 129 

90% 114 133 

100% 117 135 

 

 
Table 4.  Workload in the Simulator 

 

Workload Date Number of VMs 

03/03/2011 1052 

06/03/2011 898 

09/03/2011 1061 

22/03/2011 1516 

25/03/2011 1078 

03/04/2011 1463 

09/04/2011 1358 

11/04/2011 1233 

12/04/2011 1054 

20/04/2011 1033 

 

 
 

Figure 3.  The Number of VMs Migrations 
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Figure 4.  The Number of Active Nodes 

 

 
 

Figure 5.  Energy Consumption in the Cloud Data Center 
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Figure 6.  Immigration Efficiency 

 

Simulation results show that the number of VMs migrations is reduced by 46%, because 

according to the applied consolidation and migration models, the host with the lowest workload 

and the lowest number of VMs is selected for shutdown. In comparison with PABFD, the 

proposed approach reduces the numbers of active hosts by 40% and saves the energy 

consumption by 25%. 

 

6. CONCLUSION AND FUTURE WORKS 

 
In this paper, an approach was proposed for energy efficiency in the cloud infrastructure layer. 

The low load hosts are detected and shut down and their VMs are migrated to the appropriate 

hosts. For the replacement, HSA is adapted. For the evaluation, the CloudSim simulator was 

used. The results of the comparative evaluation shows that the proposed approach outperforms 

PABFD with respect to the number of migrations, the number of active hosts, energy efficiency 

and migration efficiency parameters. 

 

HSA has simple structure and may be combined with other meta-heuristics, in order to solve the 

problem of this study. For example, ant colony algorithm can be used to initialize the harmony 

memory, or HSA may be combined with the PSO algorithm to reduce energy consumption. In 

order to minimize response times in the cloud, the parallelized version of HSA can be used. 
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