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ABSTRACT 
 

This paper represents the results of the research, which have allowed us to develop a hybrid 

approach to the processing, classification, and control of traffic routes. The approach enables to 
identify traffic flows in the virtual data center in real-time systems. Our solution is based on the 

methods of data mining and machine learning, which enable to classify traffic more accurately 

according to more criteria and parameters. As a practical result, the paper represents the 
algorithmic solution of the classification of the traffic flows of cloud applications and services 

embodied in a module for the controller of the software-defined network. This solution enables to 

increase the efficiency of handling user requests to cloud applications and reduce the response 

time, which has a positive effect on the quality of service in the network of the virtual data center. 
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1. INTRODUCTION 
 

Today, telecommunication networks are the basis for deploying various types of applications and 
services in data centers. The growing use of the cloud computing concept to provide access to 

applications and services increases the amount of converged network traffic every year. The 

physical network infrastructure of data centers cannot always adapt timely and scale the existing 

solutions for users’ current tasks. The main problem for data centers is a dynamically changeable 
structure of the circulating flow of network traffic [1-3]. To improve the efficiency of using and 

scaling the existing architectures in the data centers, they use solutions based on the virtualization 

of resources. One of the complex solutions is the creation of the virtual data centers by using a 
software-defined infrastructure. This solution is based on a software-defined network. However, 

the existing approaches based on a software defined-network don't provide enough flexible 

solutions able to adapt to the changes in traffic flows in real time [9-11]. During peak periods, 

this leads to an overabundance of traffic to specific physical network nodes which are not 
prepared to handle a large data flow [4]. 
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We should monitor and analyze circulating traffic for the efficient use of physical network 

resources. This problem can be solved by using software and hardware solutions for monitoring 
objects and network resources of the data center. The existing systems for traffic flow analysis 

can be divided into two main classes: online and offline [5]. 

 

The first class includes the systems that analyze traffic in real time. The most significant 
drawback of these systems is a small amount of data for analysis (about 10-20% of the total 

amount of data transmitted) [6-7]. Another significant drawback is the limited time for data 

analysis. To handle user requests efficiently, the system should analyze and classify traffic for a 
limited period of time, which is set in the network control system in accordance with the 

requirements of the cloud applications and services. Data for analysis are selected randomly from 

the general flow of traffic, and the analysis itself is concise. 
 

The second class includes the systems that perform a retrospective analysis of data collected from 

the network of the data center in the previous time intervals. The second class systems have some 

problems. The main problems are the relevance of the analyzed data for the current configuration 
of the network and the storage of the collected data. 

 

In our investigation, we propose a hybrid approach based on a compromise solution, which unites 
real-time data processing and a retrospective data analysis. We have developed an approach, 

which aggregates the advantages and eliminates the disadvantages of the traffic analysis systems 

mentioned above. 
 

The existing solutions are used for analyzing a small list of characteristics: the length of a 

network packet, the content of the headers of a network packet, a source and destination IP 

address, and others [8]. However, these approaches do not include characteristics, which describe 
the state of the physical objects in networks, communication schemes between data sources, 

physical and virtual routes, and the required parameters of the quality of service (QoS) for 

selected types of cloud applications and services. Typical solutions are based on a software-
defined network using the network controller. In compliance with a standard scheme, the control 

rules are introduced automatically in the network controller by using the data set by the traffic 

routing policy. However, this approach does not allow us to have an effective control of the 

traffic flow routes. In our investigation, we have developed a solution based on the methods of 
data mining and machine learning. This allows the controller to change dynamically the rules of 

the traffic routing for cloud applications and services in a virtual data center. 

 
The paper is organized as follows. Section 2 describes the main methods and approaches used in 

this research. In Section 3, a model of network traffic flows control of cloud applications and 

services is constructed. Section 4 describes a new algorithm of adaptive routing, which based on 
the classification of traffic flows of cloud application and services. Results of computational 

experiments on a comparison of the developed algorithm with other existing solutions are 

presented in Section 5. 
 

2. RESEARCH METHODS 
 

One of the most important tasks for increasing the efficiency of the network is to analyze the 
performance of all the components, which support the work of the data center. A significant 

difference of the virtual data center is the use of virtual networks for routing data flows of cloud 

applications and services over the existing physical infrastructure. Virtualization at the network 
level allows us to run simultaneously many different types of applications with different 

performance requirements for compute nodes, network objects, and QoS. Therefore, we should be 

aware of the flows circulating in the network at present time to provide the information about the 
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quality of service at the network of the virtual data center. Most modern methods of traffic 

classification define the flow as a group of packets, which have the same destination IP address 
and use the same transport protocol and port numbers. This definition allows considering bi-

directional flows. Therefore, the packets that transfer requests from the user and answers from 

compute nodes are a part of the same flow in a network of the virtual data center. The approach to 

classification based on selected characteristics is a fairly simple task; however, the accuracy of 
such solutions for modern cloud applications and services are not quite high. In terms of 

architecture, modern cloud applications are comprehensive objects consisting of many clustered 

and distributed services. In turn, each cloud service used by the cloud application has its own set 
of requirements for QoS and dependencies. In the virtual data center, the procedure of user 

request processing can be represented as a multi-phase queuing system, where data flows are 

described by different laws of distribution. Thus, the problem of analysis and classification of the 
traffic flows of cloud applications and services in the virtual data center becomes non-trivial. 

Another feature of using a software-defined network is the use of dynamic port numbers for 

routing flows for the same type of cloud application. This feature makes it difficult to classify the 

traffic of applications by this attribute. The existing solutions based on deep packet inspection 
(DPI) work slowly and require a lot of processing power. 

 

Another problem of data flows classification is traffic encryption. This feature does not allow us 
to use this method for analyzing the headers of the packets transmitted in the network. The 

analysis of research has shown that the methods and algorithms based on machine learning such 

as K-Means, Bayes filter, and C4.5 have much wider coverage for solving this task. These 
methods can be used anywhere in the network and can provide very fast detection of traffic flows 

of the cloud application and services. However, you should have prior training before using them, 

which leads to lower efficiency at the initial stage of work. 

 
In this investigation, we propose an approach for accelerating the learning process and improving 

the accuracy for traffic flow classification of cloud applications and services in a network 

environment of the virtual data center at the initial stage of data analysis. 
 

3. MODEL OF NETWORK TRAFFIC FLOWS CONTROL OF CLOUD 

APPLICATIONS AND SERVICES 
 

A classification model for traffic flows of cloud applications and services located in the virtual 

data center can be divided into the following elements: classification, clustering and identification 
of association rules. Let's consider these elements of the model separately. 

 

For the effective classification of traffic flows in the virtual data center, we need to determine the 
set of all applications. Suppose that we have set of cloud applications and services defined as 

}x,,{xХ n1  . Each cloud application and service is characterized by a set of attributes

y},a,,{aХ m1j  , where ia  is the observed attributes, whose values represent characteristics of 

the traffic of cloud application or service; y is the target attribute that identifies the class of a cloud 

application or service. Each attribute ia  takes a value from some set }a,{aA ,i,2i,1i  , which 

describes valid values of characteristics of the attributes in the subject area under study. In the 

framework of solving the tasks of traffic classification, suppose a limited number of classes 

applications Cy  circulate in the network of the virtual data center, where }c,,{cC k1  . With 

regard to our task, we will explore the traffic flows of the cloud applications and services 

according to the communication scheme of their interaction with the network objects within the 

virtual data center. 
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To optimize application distribution in the cloud environment of a virtual data center, it is 

necessary to determine the traffic distribution laws for each application type and distribute the 
traffic into access objects (virtual servers, containers, and storage systems). For this purpose, it is 

necessary to set a certain route and make the control law for it within the time interval ]t,[t=T 21 . 
 

The dynamic of traffic in cloud applications and services of the software-defined infrastructure of 

a virtual data processing center can be described by the following discrete system: 
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where N is the number of virtual nodes within the network; K is the number of application types 

within the network; (t)s ji,  is the capacity of the channels between i-th computing node and j-th 

storage system ji  ; t(t)(t)y ji,ji,    is the traffic volume (the number of user requests) at the 

moment t on the virtual node i-th and intended for transferring to the storage system j-th;  (t)ji,  is 

the intensity of incoming load, which is defined as the total intensity of the user request flow 

connected to the virtual node i-th and used the storage system j-th;  (t)u
kj,

li,
 is the part of the 

channel transmission capacity in a certain segment of the software-defined network l)(i,  at the 

moment t for the user request flow to the application of type k, working with the data storage 

system j-th. 
 

At the stage of clustering, imagine that many classified cloud applications and services X can be 

divided into a finite number of groups }g,,{gG m1  . Each group of cloud-based applications 

and services is characterized by a set of variables }h,,{hG k1j  , which describe the network 

routes in the telecommunication environment of the virtual data center. Each variable ih  takes the 

value from some set }h,{hH ,i,2i,1i  . The clustering problem is to construct a set }f,,{fF k1  , 

where if  is the cluster with similar objects from multiple cloud-based applications and services X 

relative to the introduced proximity measures  pj x,xd  called the distance, i.e. 

  σ}x,xd&XxX,x|x,{xcm pjpjpj  , where σ is a value defining the maximum distance 

between the elements of the same cluster. With regard to our task, we will explore the route of the 
traffic generated in the virtual data center to provide cloud applications and services. 
 

For dynamic rearrangement of the routing rules of traffic flows of the cloud applications and 

services in a software-defined infrastructure of the virtual data center, we need to create a solution 

and apply a search of association rules. Assume that we have a set of source elements }i,,{iI n1 

, which are predetermined in the controller of a software-defined network. In addition, we have a 

set of objects }d,,{dD m1   describing the network devices, which are involved in traffic routing 

in the virtual data center. Thus, the group of network devices that are involved in the creation of a 

selected route for cloud applications is a subset of  IdI i  . In accordance with database terms, id  

is called a transaction, and D is the database. A rule is an implication such as YX , where 

DYX,   and YX . To identify the most plausible rules that reflect common dependencies 

between transactions in a database, we defined two metrics. The support of the X set denoted as 

 Xsupp is the set of X with respect to the entire set of D. The support of the rule 

   ) Y (X suppYXsupp  . The confidence in the rule is determined by the formula 
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   ) (X  /supp) Y (X suppYXconf  . The more are the values of support and confidence, the 

more accurately the rule reflects the dependencies. 
 

Thus, the problem of the efficient control over the traffic of the cloud applications and services 

with support of the developed model can be solved by constructing the decisive function that puts 
the class number I, which relates to the application and to the generated data flows in the network 

of the virtual data center, in correspondence for a particular vector of characteristics (attributes) X. 

 

The model of traffic control can also be represented as a graph. The obtained graph illustrates all 
possible multi-level and multi-directional network routes of data flow of cloud applications and 

services according to the communication scheme of their interaction. In this graph, each node 

represents either precondition or sequence of actions to change the route of traffic in the specified 
initial conditions. The constructed graph or some of its elements can be used for creating new 

routing rules in the network of the virtual data center. 
 

Since the graph contains full information about all known routes in the virtual data center and 

information about the communication schemes of interaction between cloud applications and 

services, we get a complete map of current traffic flows, which will enable us to predict the 
network performance by matching events. 
 

The analysis enables to establish whether a particular event is critical for the stable work of the 

network. If the event is critical, we need to apply the rules of traffic redistribution and other 

measures of flows balancing and rerouting to mitigate its impact on the network in the virtual data 

center as a whole and on selected cloud applications and services in particular. The graph can be 
represented as follows: 

 

               
E) (V, =SAG                                                                                                             (2)                                                                                                                         

 

where NrNdNcV   denotes the set of vertices that include three types, namely, Nc is the set 

of vertices (network objects across virtual data centers) involved in the current routing of traffic to 
cloud applications and services, Nd is the set of network objects involved in traffic rerouting and 

Nr is the result of traffic flows rerouting; EpostEpreE   denotes the set of directed edges. The 

edge e ( NcNdEpree  ) suggests that Nd satisfies the reachability of Nc. The edge e, 

NcNdEposte   means that the sequence of Nd can be obtained if Nc is performed. 
 
 

The model of traffic flows control includes a classification of cloud applications in a software-
defined infrastructure of the virtual data centers and a clustering of route schemes to balance the 

flows depending on the types of transmitted data. The developed approach allows considering 

various schemes for data access including a database level (SQL – cleared data and NoSQL for 
raw or semi-structured data). To improve the efficiency, we have used a proactive approach to the 

traffic analysis in a software-defined infrastructure of the virtual data center based on the 

identification of moments of changing volumes and directions of traffic, as well as on the methods 
of package mining. To reduce the time of boosting, we have used the maps of the location of cloud 

applications in the network based on the data received from the controller of a software-defined 

infrastructure of the virtual data center. 
 

The developed model is used to create the adaptive routing algorithm for the traffic flows of cloud 
applications and services in the virtual data center. 
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4. ALGORITHM OF ADAPTIVE ROUTING 
 

From an algorithmic point of view, we can represent classification or clustering of a traffic flow as 

the function CX:f  , which puts the label Cc j   in correspondence with each object Xxi  . 

The set of C is defined in advance. In the task of clustering, neither the set of C nor its 

dimensionalities are determined. In this research, we have used the classification and clustering of 

traffic flows of the cloud applications and services to improve the efficiency of routing inside the 

virtual data center. 
 

The generalized algorithm for classification of the traffic flows of cloud applications and services 

can be represented as the following sequence of steps: 
 

 Step 1. To identify the routes of traffic flows, we use the data received from the controller of a 

software-defined network, which controls the placement of cloud applications and services in the 
virtual data center. 
 

Step 2. Basing on the obtained data, we formed a graph in compliance with the communication 

schemes of interaction between cloud applications and services. 
 

Step 3. The obtained schemes are overlaid on the current topology of the software-defined network 

to evaluate the network bandwidth, the usage of virtual channels and the analysis of primary 

transmitted thereon data basing on moments of the packets reception time distribution. 

 
Step 4. The data obtained are ranked in descending order by the load of the communication 

channel and by the priority of the traffic flows of cloud applications. To adjust the routes, 20% of 

the most loaded channels are selected. 
 

Step 5. For the selected virtual channels, the traffic flows of cloud applications are classified more 

thoroughly to identify the degree of channel usage by particular types of applications.  
 

Step 6. For the applications identified in the previous step, we analyze the traffic route, get the 

parameters of state from physical network devices and identify the most loaded objects.  

 
Step 7. High loaded devices are excluded from the current route and the traffic is redistributed 

between less loaded nodes by using association rules for routing. These changes are also updated 

in the communication schemes of interaction between applications and services. 
  

Step 8. The results of the analysis are used to apply QoS policies on the controller of a software-

defined network in the virtual data center as well as in a retrospective analysis of data for error 

correction. 
 

Thus, the main goal of the developed algorithm is to find the optimal solution and to maximize the 

performance of the physical network taking into account the existing flows of applications and 
services and their demands for delays in the work of the virtual data center. 

 

5. EXPERIMENTAL RESULTS 
 

To assess the effectiveness of the developed algorithm for optimizing the adaptive routing of data 
flow balancing in the applications and services in the virtual data center, we have conducted a pilot 

study. We have chosen the Open stack cloud as the basic platform. For comparison, we have 

applied the algorithms used in the Open Flow version 1.4, for route control of the software-defined 
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network in the experiment. For the experimental research, a prototype has been created, including 

basic nodes, as well as software modules for the developed algorithms that redistribute data flows 
and applications. To verify the developed algorithm of optimal routing and traffic balancing in 

case of dynamic changes channels in a software-defined network of the virtual data center, several 

experimental networks consisting of 25, 50, 100, 200, 300, and 400 objects have been deployed. 

All generated requests were played consequently on two pilot sites: the traditional routing 
technology (Platform 1, NW) and the technology of the software-defined networks (Platform 2, 

SDN). This restriction is caused by the need to compare the results to a traditional network 

infrastructure, which is not capable of dynamic reconfiguration. Two tests were carried out on site 
2. In the first case, the model OpenFlow version 1.4 routing algorithms were in use, in the second 

case (Platform 3, NEW SDN), the developed routing optimization algorithm was applied. The 

experiment time was one hour, which corresponds to the most prolonged period of peak demand, 
recorded in a real traffic network of a heterogeneous cloud platform. We have chosen response 

time of applications and services that work in a cloud platform as a basic metrics to assess the 

efficiency of the proposed solutions. The results of the experiment are provided in Fig. 1. 

 
Fig 1.Schedule of dependence of applications and services in a cloud platform response time from the 

quantities of network objects in the data center. 

 

6. CONCLUSION 
 

The study proposed a model adaptive control of network traffic based on the statistical properties 

of the flow and defined a systematic approach to the selection of the optimal set of attributes of the 

traffic flow. The results show that the classification of the traffic flows of cloud applications 
enable to improve the quality of service by 20-25% by reducing the response time and load on 

physical network devices. It became possible due to the identification of applications at the initial 

stage by using the data of the application placement in the network of the virtual data center. We 
are going to assess our approach with a larger number of flows of applications since it will allow 

us to assess the accuracy of the proposed solution. However, a software package developed for the 

simulation of the routing algorithms enables to identify applications and services in the virtual data 
center and create the optimal routes for data transmission. 
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