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ABSTRACT

The Multiple-input multiple-output (MIMO) technique combined with non-orthogonal multiple access (NOMA) has been considered to enhance total system performance. This paper studies the bit error rate of two-user power-domain NOMA systems using successive interference cancellation receivers, with zero-forcing equalization over quasi-static Rayleigh fading channels. Successive interference cancellation technique at NOMA receivers has been the popular research topic due to its simple implementation, despite its vulnerability to error propagation. Closed-form expressions are derived for downlink NOMA in single-input single-output and uncorrelated quasi-static MIMO Rayleigh fading channel. Analytical results are consolidated with Monte Carlo simulation.
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1. INTRODUCTION

Recent communication systems aim to meet the high capacity requirements. Non-orthogonal multiple access (NOMA) is not only available in conventional 4G, recommended in 5G and future 6G due to many outstanding benefits [1, 2]. NOMA can be divided into two main categories as power-domain NOMA and code-domain NOMA. Successive interference cancellation (SIC) is well-known in power-domain NOMA systems for its simple implementation, although it has low performance compared to other detection techniques such as using log-likelihood ratios[3], or machine learning[4, 5]. There have been many studies in the probability of outage[6], power allocation[7], system capacity [8], bit error rate (BER)[9-13], showing that NOMA is superior to conventional orthogonal multiple access[14]. NOMA can be integrated with multiple input, multiple output(MIMO), which can result in a notable increase in capacity[15], or even combined with deep neural network and beam forming [16]. To the best of the authors’ knowledge, there is no approach to BER expressions when changing between multiuser superposition transmission (MUST) categories in 3GPP LTE Release 13 [17, 18] to generate NOMA signals. The main contributions of this paper are:

1) Closed-form BER expressions for NOMA in two-user scenario with quadrature phase shift keying(QPSK) modulation over quasi-static single-input single-output (SISO) Rayleigh fading channels are investigated.
2) Under certain conditions, BER expressions perfectly suit the MIMO case. This is verified via Monte Carlo simulation.
3) When Rayleigh channel has multiple taps, simulations barely fit analytical results due to the limited response of zero-forcing(ZF) equalization. Because of this, via simulations, authors have combined the conventional systems with orthogonal frequency division
multiplexing (OFDM) to reduce inter-symbol interference (ISI), regardless of non-linearities.

From this section, the paper is organized as follows. Section 2 presents and compares with related work in the same field. Section 3 introduces the system model and the corresponding parameters. Based on preexisting papers, Section 4 analyzes BER in MUST category 1. Section 5 proceeded to MUST category 2 with a different approach, giving unified results when applying in MUST category 1. Section 6 considered the effect of MIMO in NOMA systems, under certain constraints, compared to SISO. All expressions are verified in Section 7 via simulations, and conclusions along with future works are drawn in Section 8.

2. RELATED WORK

BER is one of the key factors to evaluate MIMO-NOMA system performance. This section will consider related work that analyzes BER in the NOMA system. In [9], BER expressions of uplink NOMA with SIC receivers has been derived over Additive White Gaussian Noise (AWGN) channels. In [10], F. Kara has developed BER expressions for downlink NOMA over Rayleigh fading channels with two users: far user (FU) using binary phase shift keying (BPSK), and near user (NU) using QPSK. All expressions are followed by simulations. With significant effort, T. Assaf et al. have introduced analytical BER through Nakagami-m fading channels in scenarios of two and three users with QPSK modulation in [11], and through AWGN channels with general M-QAM modulation[13]. The authors in [12] investigated BER in QPSK-modulated NOMA users on the AWGN channel and verified by software defined radio platforms. Similar research in recent papers shows that NOMA signals are generated using only MUST type 1 and are limited in SISO systems. Moreover, in the following years, applications of MIMO, or even massive MIMO (m-MIMO), will be in new generation mobile networks. Our research is to find out the BER analysis approach united in both MUST type 1 and type 2 in SISO systems, propose a comparison with MIMO in Rayleigh fading channels, using Monte Carlo simulations to validate the results.

3. SYSTEM MODEL

3.1. Downlink NOMA system

Consider downlink SISO-NOMA system with two user’s equipment (UEs) and a base station (BS) as depicted in Figure 1.
BS will generate NOMA signals using MUST cat.1 or MUST cat.2 \([17, 18]\). Based on Figure 1, the generated signal \(x_c\) can be expressed as

\[
x_c = \sqrt{P_1}x_1 + \sqrt{P_2}x_2,
\]

where \(x_k\) and \(P_k\) are respectively \(k\)th user’s signals and power allocation coefficients using QPSK modulation, with BS transmitted power \(P_T\) and power allocation ratio \(\alpha\) satisfies

\[
P_T = P_1 + P_2, \quad P_1 = \alpha P_T, \quad P_2 = (1 - \alpha) P_T.
\]

For users’ fairness, near user (NU) UE1 will be allocated less power than far user (FU) UE2, which means \(P_1 < P_2\) or \(0 < \alpha < 0.5\).

For quasi-static fading channel, the received signal at user \(k\)th can be described as\([19, 20]\)

\[
y_k = h_k \ast x_k + n_k,
\]

where \(y_k\) is the received signal matrix, \(h_k\) is the uncorrelated quasi-static Rayleigh channel matrix with \(h_k \sim \text{CN}(0,g_k)\), \(g_k\) is the average channel gain \(g_k = \text{E}[|h_k|^2]\), \(n_k\) is circularly symmetric white Gaussian noise with \(n_k \sim \text{CN}(0,N_0)\), "\(\ast\)" is the convolution operator which can be reduced to inner product when the channel is single-tap, \(\text{E}[]\) is the expected value, \(|\cdot|^2\) is the Euclidean norm.

SIC process will be conducted at NU. NU will estimate FU’s symbols and use SIC to eliminate interference by subtracting FU’s symbols from the received signal, then NU decodes its own symbols. On the other hand, FU does not need to apply SIC, instead detect its symbols by considering others as noise.

### 3.2. MIMO-NOMA system

One of the techniques in MIMO is spatial division multiplexing (SDM), which takes advantage of the multipath channel to enhance system capacity without increasing the bandwidth. Figure 2 presents a downlink MIMO-NOMA system using SDM 2x2.

![Figure 2. Downlink MIMO-NOMA system](image-url)
Because the UEs are identical, we will investigate a general MIMO SDM 2x2 case as Figure 3.

![Figure 3. MIMO SDM 2x2 system](image)

If the spacing between the transmitting and receiving antennas is large enough, the scattering characteristics will be uncorrelated, so each path is independent. Under these conditions, the desired signal from the target transmitting antenna can be detected by treating other transmitted signals as interferences. This is called linear signal detection. We will concentrate on the technique that nullifies the interference, zero-forcing method. From Figure 3, the received signal matrix can be expressed as [21]

$$\mathbf{y} = \mathbf{h}m + z = \mathbf{h}_1m_1 + \mathbf{h}_2m_2 + z,$$

(3.3)

where $\mathbf{h}$ denotes an uncorrelated MIMO 2x2 Rayleigh channel matrix with $(j,i)$th entry $h_{ji}$ for the single-tap channel gain between the $i$th transmit antenna and the $j$th receive antenna, $j = 1,2$ and $i = 1,2$, then $\mathbf{h} = \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}$. The spatially multiplexed data and the corresponding received signals in a symbol time are represented by $\mathbf{m} = [m_1, m_2]^T$ and $\mathbf{y} = [\bar{y}_1, \bar{y}_2]^T$, respectively, where $m_i$ is the message from the $i$th transmit antenna, $\bar{y}_j$ is the received signal at the $j$th receive antenna, $[.]^T$ is the matrix transpose operation. The transmission power of each antenna is assumed to be one. Let $\mathbf{z} = [z_1, z_2]^T$ with $z_j$ denote the circularly symmetric white Gaussian noise with a variance of $\sigma_z^2$ at the $j$th receive antenna, and $\mathbf{h}_j$ denote the $i$th column vector of the channel matrix $\mathbf{h}$.

The effect of the channel is inverted by a weight matrix $\mathbf{w}$ that $\mathbf{m} = \mathbf{w}\bar{y}$, therefore, we can detect the desired signals from each antenna. The ZF technique nullifies the interference by the weight matrix $\mathbf{w}_{ZF} = (\mathbf{h}^H\mathbf{h})^{-1}\mathbf{h}^H$ with $[.]^H$ is the Hermitian transpose operation. All formulas here can be used in the time domain and inner product because of single-tap channel assumptions, but when the channel is multiple-tap, all quantities need to be in the frequency domain via the Fourier transform. Received signals after ZF equalization is

$$\mathbf{m} = \mathbf{w}_{ZF}\bar{y}$$

$$= \mathbf{m} + (\mathbf{h}^H\mathbf{h})^{-1}\mathbf{h}^H\mathbf{z}$$

$$= \mathbf{m} + \mathbf{z}_{ZF},$$

(3.4)
As seen in (3.4), each original data stream is separated from the multiplexed signal. After equalization, every UE (except the strongest one) detects its information using SIC process. Notice that if the channel has only one tap, a complex $\tilde{h}$ can be presented in the form of amplitude and phase, such for SISO case that $\tilde{h} = \tilde{h}_R + j\tilde{h}_I = |\tilde{h}| \exp(j\theta)$ with $j^2 = -1$, $|\tilde{h}| = \sqrt{\tilde{h}_R^2 + \tilde{h}_I^2}$ is the magnitude of $\tilde{h}$, $\theta$ is the argument of $\tilde{h}$, then ZF can be implemented by[10, 21]

$$\frac{y}{h} = \frac{y}{|h|} \text{conj}(h)$$

$$= \frac{y}{|h|} |h| \exp(-j\theta)$$

$$= x + \frac{n}{|h|} \exp(-j\theta).$$

(3.5)

From (3.5), $n$ and $n \exp(-j\theta)$ is different by a phase shift, however, $n$ is circularly symmetric so $n$ and $n \exp(-j\theta)$ have the same probability distribution. This is one of the key factors to form the composite reference constellation discussed later in Section 4 and Section 0.

4. BER in MUST Category 1

Based on (3.5), Figure 4 shows the reference constellation to detect signals at each UE when using MUST category 1. Red bits denote FU’s bits, and black bits are NU’s bits. The order of bits is ascending, where the most significant bit is leftmost and is stated as the first bit.

![Figure 4. Reference constellation at the receiver when using MUST cat.1](image)
4.1. BER of Far User

As seen in Figure 4, the first bit of UE2, which relies only on the in-phase component, will be detected erroneously when one of these following cases occurs.

\[ n_i - \left( \frac{P_2}{\sqrt{2}} + \frac{P_{\text{h}i}}{\sqrt{2}} \right) |h_i| \geq 0 \]  

(4.1)

\[ n_i - \left( \frac{P_2}{\sqrt{2}} - \frac{P_{\text{h}i}}{\sqrt{2}} \right) |h_i| \geq 0 . \]  

(4.2)

Considering the second bit of UE2, which depends only on the quadrature component of the signal, we see that the error cases are identical to (4.1) and (4.2). Assume the prior probability of 0’s and 1’s bit is equal, so the prior probability of each symbol is also equal. The symmetry between in-phase and quadrature components of the symbol allows us to investigate only one of them. Therefore, the variance of considered AWGN now is only half of the total noise, e.g., \( n_i \sim N \left( 0, \frac{N_0}{2} \right) \). By considering maximum likelihood detection rule, scaling \( Q(.) \) function, the error probability of the FU symbols is

\[ P_e(f) = \frac{1}{2} Q \left( \frac{P_2}{\sqrt{2} \sqrt{N_0}} |h_i| \right) + \frac{1}{2} Q \left( \frac{P_2}{\sqrt{2} \sqrt{N_0}} |h_i| \right). \]  

(4.3)

Define some notations as

\[ \gamma_A = \frac{(\sqrt{P_2} + \sqrt{P_{\text{h}i}})^2 |h_i|^2}{N_0} \]
\[ \gamma_A = \frac{(\sqrt{P_2} + \sqrt{P_{\text{h}i}})^2 \text{E}[|h_i|^2]}{N_0} \]  

(4.4)

\[ \gamma_B = \frac{(\sqrt{P_2} - \sqrt{P_{\text{h}i}})^2 |h_i|^2}{N_0} \]
\[ \gamma_B = \frac{(\sqrt{P_2} - \sqrt{P_{\text{h}i}})^2 \text{E}[|h_i|^2]}{N_0} \]

In the case of quasi-static Rayleigh channel, using [10, 20, 22] with (4.4), the average BER expression of UE2 is defined as

\[ \overline{P_e(f)} = \frac{1}{4} \left( \left[ 1 - \sqrt{\frac{\gamma_A}{\gamma_A + 2}} \right] + \left[ 1 - \sqrt{\frac{\gamma_B}{\gamma_B + 2}} \right] \right). \]  

(4.5)

4.2. BER of Near User

Based on [10-13], this section proposes an approach to derive BER of NU. Due to the SIC process, NU detection must be considered under the condition of FU detection. On the other hand, in Figure 4, if the second bit of FU is in error, it has no effect on the decision of NU first bit. Hence, there are two situations: The FU first bit is error-free and in error.

Case 1: When FU is error-free at NU, from Figure 4, yields:
After SIC process, the reference constellation for NU is given in Figure 5 [12, 13]

From (4.6), (4.7) and 5, the error probabilities of NU are conditional probabilities as

$$P_e|\text{correct}_1) = \Pr \left( n_I \geq \frac{P}{\sqrt{2}} | h_I \mid n_I \leq \frac{P}{\sqrt{2}} + \frac{P}{\sqrt{2}} | h_I \right)$$

(4.8)

$$P_e|\text{correct}_2) = \Pr \left( n_I \leq -\frac{P}{\sqrt{2}} | h_I \mid n_I \leq \frac{P}{\sqrt{2}} - \frac{P}{\sqrt{2}} | h_I \right).$$

(4.9)

Applying Bayes’ theorem, we have the total error probability of NU if FU is detected correctly

$$P_e(\text{correct}) = \frac{1}{2} \left[ P_{e|\text{correct}_1} P_{\text{correct}_1} + P_{e|\text{correct}_2} P_{\text{correct}_2} \right]$$

$$P_e(\text{correct}) = \frac{1}{2} \left[ \Pr \left( \frac{P}{\sqrt{2}} | h_I \leq n_I \leq \frac{P}{\sqrt{2}} + \frac{P}{\sqrt{2}} | h_I \right) + \Pr \left( n_I \leq -\frac{P}{\sqrt{2}} | h_I \right) \right]$$

$$= Q \left( \frac{\sqrt{P}}{\sqrt{N_0}} \right) - \frac{1}{2} Q \left( \frac{\sqrt{P}}{\sqrt{N_0}} | h_I \right).$$

(4.10)

**Case 2:** When FU is in error at NU, from Figure 4, we have:

$$P_{e|\text{error}} = \Pr \left( n_I \geq \frac{P}{\sqrt{2}} + \frac{P}{\sqrt{2}} | h_I \right)$$

(4.11)
\[ P_{2b} (\text{error}) = \frac{1}{2} \Pr \left[ n_j \geq \left( \frac{P_T}{2} - \frac{P_R}{2} \right) |h_1| \right]. \] (4.12)

Assume that the first bit of UE2 being transmitted is 0' but detected as 1', after the SIC process, the reference constellation of NU is given in Figure 6.

![Reference constellation for NU after SIC when FU is erroneously detected](image)

From (4.11), (4.12) and Figure 6, the error probability of NU when FU is in error consists of

\[ P_1 (e_1 | \text{error}_1) = \Pr \left[ n_j \geq \frac{2 \sqrt{P_T} + \sqrt{P_R}}{\sqrt{2}} |h_1|, n_j \geq \left( \frac{P_T}{2} + \frac{P_R}{2} \right) |h_1| \right]. \] (4.13)

\[ P_1 (e_2 | \text{error}_2) = \Pr \left[ n_j \leq \frac{2 \sqrt{P_T} - \sqrt{P_R}}{\sqrt{2}} |h_1|, n_j \geq \left( \frac{P_T}{2} - \frac{P_R}{2} \right) |h_1| \right]. \] (4.14)

In a similar way to (4.10), the total error probability of NU when FU is erroneously detected is obtained as

\[
\begin{align*}
P_1 (\text{error}_2) &= \frac{1}{2} \left[ P_{2a} (\text{error}) P_1 (e_1 | \text{error}_1) + P_{2b} (\text{error}) P_1 (e_2 | \text{error}_2) \right] \\
&= \frac{1}{2} \left[ \Pr \left( n_j \geq \frac{2 \sqrt{P_T} + \sqrt{P_R}}{\sqrt{2}} |h_1| \right) + \Pr \left( \frac{\sqrt{P_T} - \sqrt{P_R}}{\sqrt{2}} |h_1| \leq n_j \leq \frac{2 \sqrt{P_T} - \sqrt{P_R}}{\sqrt{2}} |h_1| \right) \right] \\
&= \frac{1}{2} Q \left( \frac{2 \sqrt{P_T} + \sqrt{P_R}}{\sqrt{N_0}} |h_1| \right) + \frac{1}{2} Q \left( \frac{\sqrt{P_T} - \sqrt{P_R}}{\sqrt{N_0}} |h_1| \right) - \frac{1}{2} Q \left( \frac{2 \sqrt{P_T} - \sqrt{P_R}}{\sqrt{N_0}} |h_1| \right).
\end{align*}
\] (4.15)

From (4.10) and (4.15), the total error probability of NU is followed by
\[ P_e(e) = P_e(\text{correct}_e) + P_e(\text{error}_e) \]
\[ = Q\left(\frac{\sqrt{P_e|h|^2}}{\sqrt{N_0}}\right) + \frac{1}{2} \left[ Q\left(\frac{\sqrt{P_e - \sqrt{P_i}|h|^2}}{\sqrt{N_0}}\right) - Q\left(\frac{\sqrt{P_e + \sqrt{P_i}}}{\sqrt{N_0}}|h|^2\right)\right] \]
\[ + \frac{1}{2} \left[ Q\left(\frac{2\sqrt{P_e + \sqrt{P_i}}}{\sqrt{N_0}}|h|^2\right) - Q\left(\frac{2\sqrt{P_e - \sqrt{P_i}}}{\sqrt{N_0}}|h|^2\right)\right]. \]  

(4.16)

Define some notations

\[ \gamma_c = \frac{P_i|h|^2}{N_0} \]
\[ \gamma_D = \frac{(\sqrt{P_e} - \sqrt{P_i})^2|h|^2}{N_0} \]
\[ \gamma_E = \frac{(\sqrt{P_e} + \sqrt{P_i})^2|h|^2}{N_0} \]
\[ \gamma_F = \frac{(2\sqrt{P_e} + \sqrt{P_i})^2|h|^2}{N_0} \]
\[ \gamma_G = \frac{(2\sqrt{P_e} - \sqrt{P_i})^2|h|^2}{N_0} \]
\[ \gamma_{P_e} = \frac{P_i \times E[|h|^2]}{N_0} \]
\[ \gamma_{P_e} = \frac{(\sqrt{P_e} - \sqrt{P_i})^2 E[|h|^2]}{N_0} \]
\[ \gamma_{P_e} = \frac{P_i \times E[|h|^2]}{N_0} \]
\[ \gamma_{P_e} = \frac{(\sqrt{P_e} + \sqrt{P_i})^2 E[|h|^2]}{N_0} \]
\[ \gamma_{P_e} = \frac{(2\sqrt{P_e} - \sqrt{P_i})^2 E[|h|^2]}{N_0} \]. \]

(4.17)

Hence, the average BER of NU over quasi-static Rayleigh channel is expressed as

\[ \overline{P_e}(e) = \frac{1}{2} \left( 1 - \frac{\gamma_c}{\sqrt{\gamma_c} + 2} \right) + \frac{1}{4} \left( -\frac{\gamma_D}{\sqrt{\gamma_D} + 2} + \frac{\gamma_E}{\sqrt{\gamma_E} + 2} + \frac{\gamma_F}{\sqrt{\gamma_F} + 2} + \frac{\gamma_G}{\sqrt{\gamma_G} + 2} \right). \]

(4.18)

**5. BER IN MUST CATEGORY 2**

Figure 7 shows the reference constellation to detect signals at each UE when using MUST category 2. Red bits denote FU’s bits, and black bits are NU’s bits. The order of bits is ascending, where the most significant bit is leftmost and is stated as the first bit. Gray-coded mapping is conserved for adjacent symbols.
5.1. BER of Far User

For MUST cat.2, from Figure 7, mapping rules for FU’s bits remain unchanged comparing to MUST cat.1. Therefore, BER expressions of UE2 in this case are identical to (4.3) and (4.5).

5.2. BER of Near User

In this section, authors proposed another approach to analyze BER of NU, different from Section 4.2 and [10-13]. For UE1, error probabilities depend on the last two bits of a symbol. As a result of constellation symmetry and equal prior probabilities, the third and fourth bits are the same in error probabilities. The third bit is in error when one of these cases happens

\[
\begin{align*}
-\frac{P_2}{2} |h_i| &\leq n_i + \frac{\sqrt{P_2} - \sqrt{P_1}}{\sqrt{2}} |h_i| \leq 0 \\
0 &\leq n_i + \frac{\sqrt{P_2} - \sqrt{P_1}}{\sqrt{2}} |h_i| \leq \frac{P_2}{2} |h_i| \\
n_i + \frac{\sqrt{P_2} + \sqrt{P_1}}{\sqrt{2}} |h_i| &\leq -\frac{P_2}{2} |h_i| \\
n_i + \frac{\sqrt{P_2} + \sqrt{P_1}}{\sqrt{2}} |h_i| &\geq \frac{P_2}{2} |h_i|.
\end{align*}
\]

(5.1)

The error probability of NU calculated from (5.1) is

\[
P_1(e) = P_{NU}(e) = Q\left(\frac{\sqrt{P_1} |h_i|}{\sqrt{N_0}}\right) + \frac{1}{2} \left[ Q\left(2\frac{\sqrt{P_2} - \sqrt{P_1}}{\sqrt{N_0}} |h_i|\right) - Q\left(2\frac{\sqrt{P_2} + \sqrt{P_1}}{\sqrt{N_0}} |h_i|\right)\right].
\]

(5.2)

And the average BER expression of NU over the quasistatic Rayleigh channel is given by (5.3), with notation in (4.17)
\[ P_1(e) = \frac{1}{2} \left( 1 - \frac{\gamma_c}{\gamma_c + 2} \right) + \frac{1}{4} \left( \frac{\gamma_f}{\gamma_e + 2} - \frac{\gamma_g}{\gamma_g + 2} \right). \]  

(5.3)

If we use the above approach for MUST cat.1, UE1 BER expressions obtain the same result as (4.16) and (4.18)[12, 13]. Compare (4.16) and (5.2) or (4.18) and (5.3), a BER expression of MUST cat.2 has only three out of five components of MUST cat.1, hopefully leading to lower BER.

### 6. BER in MIMO-NOMA

As derived in Section 3.2, we have the equalized signal, more specifically expressed as[19, 21]

\[ \hat{m} = m + \hat{\mathbf{z}}_\text{ZF} = \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} + (\mathbf{h}\mathbf{h}^H)^{-1}\mathbf{h}^H\mathbf{z}. \]  

(6.1)

Each receiving antenna has two data streams that are perfectly separated when the channel is not correlated with the ideal ZF. Now consider the effect of ZF on AWGN. We have the singular value decomposition (SVD) for the MIMO 2x2 channel is \( \mathbf{h} = \mathbf{U}\Sigma\mathbf{V}^H \), where \( \mathbf{U} \in \mathbb{C}^{2 \times 2} \) and \( \mathbf{V} \in \mathbb{C}^{2 \times 2} \) are unitary matrices, \( \Sigma \in \mathbb{C}^{2 \times 2} \) is a rectangular matrix whose diagonal elements are non-negative real numbers and whose off-diagonal elements are zero. The diagonal elements of \( \Sigma \) are the singular values of the matrix \( \mathbf{h} \), denoting them as \( \lambda_1, \lambda_2 \), so \( \lambda_1^2 \) and \( \lambda_2^2 \) are eigen values. Then, (6.1) can be rewritten

\[ \hat{m} = \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} + \left( \mathbf{U}\Sigma\mathbf{V}^H \right)^{-1}\mathbf{U}\Sigma\mathbf{V}^H \mathbf{z} \]  

\[ = \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} + \mathbf{V}\Sigma^{-1}\mathbf{U}\Sigma\mathbf{V}^H \mathbf{z}. \]  

(6.2)

From (6.2), for uncorrelated MIMO channels, eigenvectors are linearly independent leading to their singular values are non-zero and non-repeated, the expected value of noise power at fixed eigen values is given as [21]

\[ E[\hat{\mathbf{z}}_\text{ZF}^2]_{\text{MIMO}} = \sum_{i=1}^{2} \frac{\sigma_i^2}{\lambda_i^2} = \frac{\sigma_1^2}{\lambda_1^2} + \frac{\sigma_2^2}{\lambda_2^2}. \]  

(6.3)

If \( \lambda_1^2 \equiv \lambda_2^2 \), equation (6.3) can be approximated

\[ E[\hat{\mathbf{z}}_\text{ZF}^2]_{\text{MIMO}} \approx \frac{\sigma_i^2}{\lambda_i^2}. \]  

(6.4)

From (6.4), we can see that each antenna in the introduced MIMO encounters the same effect as SISO channel with the corresponding eigen value \( \lambda_i^2 \). If the condition number of the channel matrix is getting larger than a threshold, then the minimum singular value is very small, which makes the approximation be more precise. For MIMO \( N_t \times N_r \) channel matrix where \( N_t = N_r \) denoting the number of transmit and receive antennas respectively, \( \lambda_{\text{min}}^2 = \min\left( \lambda_1^2, \lambda_2^2, ..., \lambda_{N_t}^2 \right) \), followed by (6.5)
\[
E\left[|z_{ZF}|^2_{\text{MIMO}}\right] = \sum_{i=1}^{N_T} \sigma_i^2 \approx \sigma_{\text{min}}^2.
\]  
(6.5)

7. NUMERICAL AND SIMULATION RESULTS

In this section, the authors used Monte Carlo simulation over independent symbols to verify all proposed expressions, under different power allocation ratios and MUST types corresponding to the model in Figure 1 and Figure 2. Simulation parameters are specified in Table 1.

Table 1. Simulation parameters for single tap fading channels

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>UE1’s average channel gain</td>
<td>( g_1 = E\left</td>
</tr>
<tr>
<td>UE2’s average channel gain</td>
<td>( g_2 = E\left</td>
</tr>
<tr>
<td>Power allocation ratio</td>
<td>( \alpha = {0.2; 0.3} )</td>
</tr>
<tr>
<td>Single antenna transmission power</td>
<td>( P_S = 1 )</td>
</tr>
<tr>
<td>Channel information</td>
<td>Perfectly known at receivers</td>
</tr>
<tr>
<td>Equalization method</td>
<td>ZF</td>
</tr>
<tr>
<td>Fading channel</td>
<td>Single-tap Rayleigh</td>
</tr>
<tr>
<td></td>
<td>SISO, uncorrelated MIMO</td>
</tr>
</tbody>
</table>

Figure 8 shows the BER results when using MUST cat.1 in SISO-NOMA systems where \( \alpha = 0.2 \) and \( \alpha = 0.3 \), corresponding to \((P_1; P_2) = (0.2; 0.8)\) and \((P_1; P_2) = (0.3; 0.7)\) respectively. All proposed expressions perfectly match the simulation results for both cases, as equation (4.5) for UE2 and equation (4.18) for UE1. Under given channel conditions, BER of two users in \( \alpha = 0.2 \) is better than \( \alpha = 0.3 \). At optimum power allocation, if increasing \( \alpha \), which decreases UE2’s power allocation coefficient, it leads to the degradation of the BER in UE2. In such a case, although UE1 is allocated more power, its BER is not better but on the trend of getting worse, the reason is that UE1’s symbol detection depends on UE2’s decoding.

Figure 8 shows the BER of two users in SISO-NOMA using MUST cat.1 with different power allocation ratios.
Figure 9 changes to MUST cat.2 in MIMO-NOMA systems with $\alpha = 0.2$ and $\alpha = 0.3$. Results show that MIMO has the same BER performance as SISO under certain restraints, with BER of UE1 using equation (5.3), while UE2 using (4.5). Using MUST cat.2 with $\alpha = 0.3$, BER of UE1 is almost superior to UE2 when $E_b/N_0$ is larger than 2 dB, while in the case of $\alpha = 0.2$, to achieve that, $E_b/N_0$ needs to be larger than 15 dB. The reason for this is MUST cat.2 ensures Gray-coded mapping for composite constellations maximum a single-bit error for sufficient $E_b/N_0$, if allocating more power to UE1, we are “protecting” UE1 more than UE2. Compared to Figure 8, MUST cat.2 is also better than MUST cat.1.

Figure 9. BER of two users in MIMO-NOMA using MUST cat.2 with different power allocation ratios

Figure 10 shows the results when the SISO channel has multiple taps, we need to scale the analytical expression SNR, but due to error in limited ZF equalization causing ISI, simulations barely fit derived BER formulas. When the system is combined with OFDM (see Table 2 for parameters), BER curves match the expressions due to ISI elimination in cyclic prefixes. It is noteworthy that SNR must be scaled for OFDM signals.

Table 2. Simulation parameters for two-tap fading channels

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>UE1’s average channel gain</td>
<td>$g_1 = E[</td>
</tr>
<tr>
<td>UE2’s average channel gain</td>
<td>$g_2 = E[</td>
</tr>
<tr>
<td>Power allocation ratio</td>
<td>$\alpha = 0.2$</td>
</tr>
<tr>
<td>Single antenna transmission power</td>
<td>$P_3 = 1$</td>
</tr>
<tr>
<td>Number of FFT points</td>
<td>64</td>
</tr>
<tr>
<td>Number of data subcarriers</td>
<td>52</td>
</tr>
<tr>
<td>Number of zeros</td>
<td>1 DC, 11 guard bands</td>
</tr>
<tr>
<td>Number of cyclic prefixes</td>
<td>16</td>
</tr>
<tr>
<td>Channel information</td>
<td>Perfectly known at receivers</td>
</tr>
<tr>
<td>Equalization method</td>
<td>ZF</td>
</tr>
<tr>
<td>Fading channel</td>
<td>Rayleigh SISO 2 taps</td>
</tr>
</tbody>
</table>
8. CONCLUSION AND FUTURE WORK

This research has introduced BER expressions for downlink MIMO-NOMA-ZF systems using a SIC receiver, serving two users with QPSK modulation over an uncorrelated quasi-static Rayleigh channel. Simulation results are perfectly matched with analytical expressions, not only in different power allocation ratios but also MUST type 1 and 2 for signal generations. The results show that MUST type 2 has better performance than type 1 due to Gray-mapping rules, and when combined with OFDM, the system can minimize ISI, the simulations fit well with the proposed theory. An approach to compare the performance between SISO and MIMO in the NOMA system has also been clarified.

When the channel is bad or there is no need for high data rate, we can consider using diversity instead, such as space-time coding, or develop a machine-learning detection system to ensure integrity. Future work can be conducted for higher modulation orders, antenna beam forming, optimal power allocation, MMSE or different equalization techniques, increasing the number of users, having non-linear effects, and over correlated channel models.
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