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ABSTRACT 
 

A distributed denial of service (DDoS) attack is one of the most common cyber threats to the Internet of 

Things (IoT). Several deep learning (DL) techniques have been utilized in intrusion detection systems to 

prevent DDoS attacks. However, their performance is greatly affected by a large class imbalance nature of 

the training datasets as well as the presence of redundant and irrelevant features in them. This study 

proposes RTL-DL, a new framework for an effective intrusion detection model based on the random 

oversampling technique and the Tomek-Links sampling technique (RTL), to minimize the effects of data 

imbalance in the CICIDS2017 dataset used to evaluate the proposed model. This study achieved 98.3% 
accuracy, 98.8% precision, 98.3% recall, 97.8% f-score, and 4.6% hamming loss. In comparison to current 

approaches, the suggested model has demonstrated promising results in identifying network threats in 

imbalanced data sets. 
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1. INTRODUCTION 
 

The Internet of Things (IoT) has proven to be an emerging technology, with recent improvements 
allowing massive amounts of data to be collected from a variety of sources and in a variety of 

formats. Zettabytes are the units of measurement for the amount of data available today (ZB). One 

trillion gigabytes (GB) equals one zettabyte (ZB). According to IDC [1], the total amount of digital 
data worldwide is estimated to reach 175 ZB in 2025. The enormous amount of digital data 

generated by IoT in recent times is known as big data. IoT implementation has many characteristics 

that pose a number of security risks.  

 
Cyber security is a major issue because poorly secured IoT nodes can be readily attacked [2]. 

Currently, a distributed denial of service (DDoS) attack is one of the most prevalent cyberthreats. 

It is a type of attack in which numerous agents known as zombies send a certain number of 
messages to the same machine, known as the target system [3]. The target system is unable to 

provide resources and services to its legitimate users as a result of the attack.  DDoS attacks have 

risen considerably in recent years, interrupting numerous IoT networks and resulting in 
catastrophic losses [4]. Because there could be thousands of zombies, detecting these attacks 

becomes extremely difficult. As a result, differentiating legitimate traffic from DDoS attack traffic 

remains a major issue [5].  
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An Intrusion Detection System (IDS) is a network security device that detects malicious activity 
from transmitted packets [6]. IDSs are mainly divided into two categories: misuse detection 

techniques, which analyze network behavior using signature matching algorithms for known cases 

of misuse to detect intrusions; This technique is less effective at detecting novel attacks. Anomaly 

detection is the second category, which is designed to create a "normal" model of a user’s activities 
and classify any variation from that standard as an intrusion. Although both kinds of IDS have 

benefits and drawbacks, the anomaly detection technique is more effective at detecting novel 

attacks. Several researchers have successfully deployed classical machine and deep learning 
algorithms to network intrusion detection systems as artificial intelligence technology advances. 

However, it is challenging for machine learning- based intrusion detection systems to detect new 

DDoS attacks. However, deep learning techniques such as Convolutional Neural Network (CNN), 
Multi-Layer Perceptron (MLP), Recurrent Neural Network (RNN) [7-9] and other related 

algorithms have a significant improvement in accuracy in comparison to typical machine learning 

methods. However, they are computationally complex and take a long time to learn. Advances in 

computer processing power and neural network algorithms have resulted in improved results for 
deep learning applications on large amounts of network data. Unfortunately, numerous researchers 

in the past have prioritized developing a model with greater performance regardless of the 

techniques involved, while paying less attention to the imbalanced nature of existing network 
intrusion detection datasets. 

 

An existing dataset is said to be imbalanced if the number of normal (benign) traffic samples in a 
training set is significantly greater than the number of minority attack samples. Any model trained 

on such a dataset will produce biased results. Because the primary goal of an IDS is to detect 

abnormal traffic, concentrating on normal (benign) traffic in the majority of sample data will result 

in a considerable decrease in the detection accuracy of abnormal (attack) traffic in the minority 
samples [10]. Furthermore, before deploying any detection method, relevant features from a dataset 

should be selected to improve the accuracy and efficiency of IDS. A feature selection technique is 

an effective preprocessing method for an IDS [11,12]. It identifies important features and removes 
those that are irrelevant. In this paper, we present a framework for mitigating DDoS attacks on an 

IoT platform while considering issues such as class imbalance, computational complexity, and 

longer training time. The following are the main contributions of our work: 

 
i. Current state-of-the-art deep learning techniques for detecting DDoS attacks were outlined 

and categorized by their methods, benefits, and limitations. 

ii. Highlighted and troubleshot some of the problems of scattered presence, high class 
imbalance nature, and irrelevant and redundant features in the CICIDS2017 dataset. 

iii. Presented an IDS technique that is based on a DL algorithm for effectively detecting DDoS 

attacks in a big data environment. 
iv. Improve classification performance by using the mutual information gain feature selection 

technique and RTL (random over-sampling and the Tomek-Links under-sampling) to reduce 

a large number of irrelevant features in the extracted samples and handle the problems of 

class imbalance in the experimental dataset, respectively. 
v. The proposed model makes a significant contribution to big data research by successfully 

classifying DDoS attacks on network traffic data and outperforming some state-of-the-art 

techniques widely used in cybersecurity when compared to it. 
 

The remaining part of the paper is structured as follows: The main focus of Section 2 is a quick 

summary of related studies. The materials and methods of this work are described in Section 3. The 
experimental framework was presented in Section 4 and the results were discussed in Section 5. In 

Section 6, the proposed model was compared to some "state-of-the-art" models, which were talked 

about in Section 2. In Section 7, conclusions were made. 
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2. RELATED WORKS 

 
DDoS attacks on IoT networks have notably increased in popularity. The Mirai botnet's October 

2016 attack on Dyn Server, a company that manages DNS infrastructure, is an example. This attack 
had a massive economic impact on major digital companies like PayPal and Amazon. In April 

2017, Trend Micro cybersecurity studies found a DDoS attack that used the Persirai botnet and 

attacked more than 100 IP camera models. Several studies have been conducted to mitigate DDoS 
attacks in the IoT. The related studies discussed in this section are categorized into three, namely 

classification algorithms, imbalanced datasets, and feature selection. 
 

2.1. Classification Algorithms 
 

The authors in [13] proposed a method for identifying DDoS attacks in LoT networks based on a 

deep learning approach. The ISCX, NSL-KDD, and KDDCUP99 datasets were used to test their 
model. For the detection of unknown DoS/DDoS attacks, DNN and LSTM models were presented 

by Sabeel et al. [14]. Their models were trained on preprocessed DoS and DDoS samples from the 

CICIDS2017 dataset and then evaluated on the synthetic ANTS2019 dataset for accuracy. Their 

models were then retrained on the merged synthetic dataset with the CICIDS2017 dataset and the 
detection performance against newly synthesized unknown attacks was evaluated. The accuracy of 

the DNN and LSTM models in the second phase of the experiment was 98.72 percent and 96.16 

percent, respectively. 
 

Bandwidth and connection flooding DDoS attacks were the main focus of Virupakshar et al [15]. 

The authors employed DT, DNN, KNN, and NB algorithms to detect DDoS attacks in an 

OpenStack-based cloud. The authors compared these classifiers on a dynamically generated dataset 
and selected the DNN model because it has a higher accuracy and precision value. For cloud 

datasets, the DNN classifier outperformed the DT, KNN, and NB classifiers in terms of precision 

and accuracy. However, when compared to other algorithms, the DNN algorithm has a lower 
precision value for the KDDCUP99 dataset. The use of an old KDDCUP99 dataset, as well as the 

lack of information about the LAN and cloud datasets, is a major limitation of their study. A feed-

forward back-propagation-based DNN architecture called DeepDetect was presented by Asad et 
al. [16]. DeepDetect was evaluated on the CICIDS2017 dataset. When DeepDetect was compared 

to RF and DeepGFL, it outperformed the other approaches with an F1-score of 0.99 and an AUC 

value close to one. This approach was only evaluated for application-layer DDoS attacks. 

 
An FC feed-forward deep neural network model was proposed by Muraleedharan and Janet [17]. 

The model is based on flow data for detecting slow DoS attacks on HTTP. Only the DoS samples 

in the CICIDS2017 dataset was used to evaluate the model, and they achieved an accuracy of 
99.61%. To detect data flooding attacks in MANETs, Sbai and El Boukhari [18] presented a DNN-

based DL model. Their model was trained and evaluated only on the data flooding attack samples 

from the CICDDoS2019 dataset. The proposed model achieved promising results such as 0.99 for 
precision, F1-score, and accuracy, respectively, and a recall of 1. In Amaizu et al. [19], they 

presented a deep learning framework for detecting DDoS attacks in 5G and B5G environments. 

Their model was developed by joining two different DNN models that were integrated with a 

feature selection algorithm. Their model was evaluated on the CICDDoS2019 dataset, and it 
achieved 99.66% accuracy with a loss of 0.011. Furthermore, their framework was compared to 

the existing CNN ensemble, DeepDefense, KNN, and SVM techniques. Their framework 

outperformed all except the CNN ensemble in terms of precision and recall. The complex structure 
of the proposed model is a limitation of their study as this may prolong detection time and affect 

the model’s performance in a real-time scenario.  



International Journal of Computer Networks & Communications (IJCNC) Vol.14, No.6, November 2022 

54 

Cil et al [20] presented a DL model with feature extraction and classification module. The 
CICDoS2019 dataset, which was split into two, namely Dataset 1 and Dataset 2 for binary and 

multi classification, respectively, were used to evaluate their model. Their model achieved about 

100% and 95% accuracy rates for detecting DDoS attacks on dataset1 and dataset2, respectively.  

 
Authors in [21] presented a stacking technique to detect network anomalies. They apply KNN, 

AdaBoost and Random Forests and used the Logistic Regression algorithm to automatically search 

for better parameters for the Stacking model. Their model was evaluated on NSL- KDD 2019 
dataset. 
 

2.2. Imbalanced Datasets 
 

A dataset is said to be imbalanced. If the amount of benign traffic in a training dataset is 

considerably higher than the proportion of attack traffic, any model trained on an unbalanced 

dataset will be skewed towards the majority. There are three main methods to address the problem 
of class imbalance in datasets, namely: cost-sensitive technique, classifier-specific solution, and 

resampling technology. Our focus will be on resampling technology, which is divided into 

oversampling and under-sampling techniques. Minority samples are generated using oversampling 

methods to achieve a nearly balanced number of samples in each category, whereas majority of 
samples are purged using under-sampling methods to achieve a rough balance in each. Several 

studies have demonstrated that oversampling techniques can achieve better results on data 

imbalance problems [22]. Due to this, oversampling techniques are mostly used in the field of 
intrusion detection systems. 

 

Authors in [23] established that the SMOTE algorithm may effectively increase the accuracy of the 

system through simulation experiments on KDD CUP99 datasets. Khoshgoftaar [24] analyzed deep 
learning techniques using unbalanced classroom data. Karatas et al. [25] used the SMOTE 

oversampling method and six traditional machine learning algorithms for classification. The 

evaluation was done on the CICIDS2018 dataset. Their model outperforms existing models, 
according to experimental results. Zhang et al. [26] proposed a data processing approach that 

combines SMOTE oversampling and clustering undersampling based on a Gaussian mixture 

model. When compared to other traditional oversampling algorithms on the UNSW-NB15 and 
CICIDS2017 datasets, the results outperform other existing traditional algorithms. Even though 

there have been a number of studies on class imbalance problems in benchmark datasets, most of 

them have focused on the SMOTE algorithm, which has its own problems and limits. 

 

2.3. Feature Selection 
 
The process of determining if a feature is relevant or not for a particular classification problem is 

known as feature selection. It is a necessary step in the data processing process prior to employing 

a machine learning algorithm. Furthermore, feature selection [27, 28] can be used as a 

preprocessing step in machine learning algorithms to reduce computational complexity. It seeks to 
eliminate superfluous features whilst also conserving or even enhancing the IDS's performance. 

Hota and Shrivas [11] presented a model that used various feature selection methods to remove 

unnecessary features in order to develop a more robust and effective classifier. The study 
demonstrated that when only 17 characteristics from the NSL-KDD dataset are used, C4.5 with 

information gain achieves the highest accuracy. Abdullah et al. [29] also presented an IDS 

framework based on feature selection within the NSL-KDD dataset. An information gain (IG) filter 
was used to merge several sub-sets of the input dataset into their framework. 
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2.4. Research Gaps of Related Works 
 

Some of the studies discussed in the related studies above focused on DDoS attack detection based 

on deep learning approaches, while others focused on class imbalance problems and the selection 
of relevant features in benchmark datasets. Effective classification, data instability, and the 

existence of redundant and irrelevant features in the dataset were issues that were only briefly 

addressed in a small number of studies. Following a quick evaluation of related works summarized 
in the previous subsection, the following research gaps were found, as indicated in table 1. 

 
Table 1. Summary of research gaps 

 
Research Gapsin Related Works References 

Lack of comprehensive dataset [14-15],[17],[19-20] 

Availability of skewed samples of DDoS attacks 
instances as compared to legitimate events in the 
existing datasets 

[14-15],[17]. 

Evaluation using offline dataset [17-20] 

Real-
timeautom
ated. 

defensive system deployment is not  

 

Since the unavailability of a large dataset, the problems of class imbalance, and the deployment of 

these models in real-world networks are unanswered questions, the study was conducted in a big 

data scenario to solve large data unavailability. The proposed model was integrated with random 
oversampling and the TomekLinks under-sampling (RTL) technique to handle class imbalance 

problems and the information gain technique to extract the most important attributes. The proposed 

model is computationally efficient and able to detect DDoS attacks in a high-speed automated 
manner because processing time was reduced considerably with the application of the RTL 

algorithm. 
 

3. MATERIALS AND METHODS 
 

The materials and techniques used for this study are described in this section. Firstly, the dataset is 
described, followed by a discussion of the preprocessing methods utilized. Theoretical principles 

for deep learning approaches are also explained. Benign and DDoS attack samples are extracted 

from the CICIDS2017 dataset. The extracted samples are preprocessed and normalized in the range 

[0,1]. The normalized data is inputted into the RTL module to generate synthetic samples of the 
minority class. The most important features are then selected using a feature selection method 

called information gain [30]. The selected features are used to train a deep learning algorithm 

model. Simulation experiments were performed with k-fold cross-validation. A DNN based on 
back propagation with a Relu activation function is used in the proposed DL model. By adopting 

the sigmoid function and binary cross-entropy, the proposed model identifies the attack as normal 

or abnormal. 
 

3.1. Dataset Description 
 

We evaluated our model on the CICIDS2017 dataset, a modern labeled dataset for network 
intrusion detection that is similar to real-world network data [31]. created by the Canadian Institute 

for Cybersecurity. The dataset contains 2.83 million records, 85 network flow features, a label 

attribute, and 225,742 instances with both attack and normal data. In the dataset, there are seven 

common updated families of attacks, which are shown in table 2 below. 
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Table 2. Class Distribution of CICIDS2017 

 
CLASS No of Samples 

BENIGN 2,273,097 

DDoS 128,027 

DoS (hulk, 
goldeneye,slowloris,slow

httptest) 

252,661 

Portscan 158,930 

Patator(FTP,SSH) 13,835 

WebAttack 2,180 

Bot 1,966 

Infiltration 36 

Heartbleed 11 

Total 2,830,743 

 

Since DDoS is a kind of DoS attack and since the focus of our work is on the classification of 

DDoS attacks, we extracted the DoS and DDoS attack samples in the dataset and modified them in 

terms of both attack and normal traffic, as illustrated in figure 1 below. 

 

 
 

Figure 1. Extracted Samples in Dataset 

 

3.2. Dataset Preprocessing. 
 

Data preprocessing is a step in which raw data is prepared for additional processing. In general, 
real- world data is inadequate, inconsistent, and riddled with errors. Data preprocessing is a 

technique for dealing with such issues. 

 

3.2.1. Normalization. 
 

Data normalization is an essential step when implementing machine learning. The attribute data is 

sized to fall within a small range that is defined, such as -1.0 to 1.0 or 0 to 1.0 in this form of data 
transformation. In this study, the min–max scaler shown in equation 1 is the technique adopted for 

normalization to reduce the differences in different dimensions. Min-max normalization scales the 

data to the interval [0, 1] through a linear transformation. 
 

                                                       𝑋𝑗�̃� =
𝑋𝑗𝑘−𝑚𝑖𝑛𝑋𝑗

𝑚𝑎𝑥(𝑋𝑗)−𝑚𝑖𝑛(𝑋𝑗)
                                                      (1) 

 

Where 𝑚𝑎𝑥(𝑋𝑗) and 𝑚𝑖𝑛(𝑋𝑗) denotes the jth feature's maximum and minimum values, 

respectively, and 𝑋𝑗 and 𝑋𝑗�̃� denotes the normalized feature value in the range [0, 1]. The 

normalization process prevented certain featureswith large numerical values from affecting the 
algorithm's outcome and limiting model performance.  
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3.2.2. Handling Class Imbalance. 
 

A training dataset is said to be imbalanced if the instances of benign traffic are significantly greater 

than the attack traffic. During the testing and validation phases, any model trained on an imbalanced 

dataset will be biased toward the majority [32-34]. CICIDS2017 is a dataset with imbalanced 
classes, as illustrated in Figure 2. 

 

Although imbalanced problems are frequently addressed in traditional machine learning models, 
deep learning approaches do not take them into account sufficiently. Data used for research 

purposes would be considerably reduced if data balancing were exclusively accomplished with 

under-sampling techniques, which would eliminate useful normal network traffic. The use of 
oversampling techniques alone results in an unnecessary data size increase and noise. In this study, 

the RTL (ROS + Tomek-Link) technique was used to generate more samples of the minority 

(attack) class. 

 

3.2.2.1. Random Oversampling 

 

Random oversampling (ROS) is the simplest form of oversampling technique to balance the 
imbalanced nature of the dataset. It balances out the data by replicating minority class samples. 

There is no data loss as a result of this. 

 

3.2.2.2. Tomek-Links 

 

TomekLinks is an under-sampling method for imbalanced datasets developed by Tomek in 1976 

[35]. Samples on the Tomek links are identified from the dataset in this approach. The sample pairs 
are data in the data set that are similar but belong to different classes. These data pairs are referred 

to as Tomek links. The fundamental idea is to differentiate between the minority and majority 

classes. Let a be a member of one class and b be a member of another, a and b being the closest 
neighbors, and d (a, b); Assuming that a and b are separated by a distance; 

 

𝑇 (𝑎, 𝑏) is a TomekLink if for any instance i; 
 

                                    𝑑 (𝑎, 𝑏) <𝑑 (𝑎, 𝑖) 𝑜𝑟𝑑 (𝑎, 𝑏) <𝑑 (𝑏, 𝑖).                                         (2) 

 
Figures 2(a) and 2(b) below shows a pie chart of the actual and RTL Generated datasets. 

 

Figure. 2(a). Actual Samples Figure. 2(b). Generated Samples 
 

3.2.3. Data Partitioning. 

 

Since the experimental dataset was not split into training and test sets, we applied K-fold cross-
validation. where K denotes five-fold cross-validation. Figure 3 depicts the number of attacks and 

benign classes in a set of training and testing sets. 
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Figure 3. Training and Test Set 

 

3.2.4. Feature Selection 

 

In this study, we used an information gain feature selection approach to select important features 

from the experimental dataset. This technique is a single attribute evaluator in combination with 
the Ranker search method to score all attributes based on their information gain. The score is 

determined by how much information about the classes is obtained when a feature is used. A feature 

can be ignored without affecting the accuracy of a model if it has a very low information gain score 
[30]. The algorithm below is used to compute and select the best feature subset: 

 
Algorithm 1 : Compute IG and select best feature subset 

Input : Training data with Z feature numbers 

Output : Choose top n features as the new set of features 

Step 1 : Compute Information Gain:𝐼𝐺(𝑌; 𝑋) = 𝐻(𝑌) − 𝐻(𝑌|𝑋)                                                   (3) 

Where:𝐻(𝑌) = − ∑ 𝑃(𝑌 = 𝑦𝑖) log2 𝑃(𝑌 = 𝑦𝑖)
𝑛
𝑖−1                                                              (4) 

𝐻(𝑌|𝑋) = − ∑ 𝑃(𝑋 − 𝑥𝑖
𝑚
𝑖−1 )𝐻(𝑌|𝑋 = 𝑥𝑖).                                                                           (5) 

Step 2 : List features according to their IG score (from highest to lowest) 

Step 3 : Compute Total IG = ∑ 𝐼𝐺(𝑌; 𝑥𝑖
𝑍
𝑖=1 ).                                                                                    (6) 

Step 4 : For each feature x, ascribe weights W (according to its IG with respect to the sum of IG of 

all features) 

                             𝑊(𝑥𝑖) =
𝐼𝐺(𝑌;𝑥𝑖)

𝑇𝑜𝑡𝑎𝑙 𝐼𝐺
                                                                                         (7)                         

Step 5 : Set a threshold value T and choose the top n features (Sum of weights of selected features≥
 the threshold value) 

Begin from 𝑖 = 1(𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝐼𝐺) 

           𝑊𝑛 = (𝑊𝑛 + 𝑊𝑥𝑖
)                                                                                                      (8) 

If 𝑊𝑛 ≥ 𝑇 
       Move to step 6 

Else Increase and repeat previous step 5 

Step 6 : Output top n features as the new feature set, n=i 

 
As illustrated in algorithm 1, Z is the number of input features in the training data setprior to IG, 

and X is a parameter that indicates individual input features or attributes. ( 𝑋1…….𝑋𝑛) and Y is a 

variable that represents class attributes (DDoS/benign: 𝑌1…….𝑌𝑛). The likelihood that the class 

attribute 𝑦 occurs is 𝑃 (𝑌 = 𝑦1), the information gain of attribute X is IG (Y;X), the entropy of Y is 

H(Y), and the average conditional entropy of Y isH(Y|X). The threshold value T is dependent on the 

training dataset used for experimentation, for this research, only 20 attributes were selected when 
considering threshold values 1.37 (Where n=20, T= 1.37). The new selected features as shown in 

the table below are then forwarded to the deeplearning model. 
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Table 3. Description of selected Features 

 
Description Information Description Information 

Average 2.01 Init_win_bytes_forward 1.37 

Packet 2.00 Total 1.80 

Packet 1.86 Max 1.85 

Packet 1.86 Init_win_bytes_backward 1.63 

Subflow 1.59 Fwd 1.76 

Total 1.59 Flow 2.15 

Bwd 1.38 Destination 1.38 

Bwd 1.51 Flow 2.31 

Average 1.50 Flow 1.94 

Subflow 1.81 Fwd 2.26 

 

3.3. Deep Learning Model. 
 

Deep learning is a kind of artificial neural network (ANN) that consists of more than one hidden 
layer [36]. In our study, we constructed a fully connected deep learning model from scratch, namely 

a deep neural network (DNN). The bedrock of the proposed DNN model is the back-propagation 

algorithm. Backpropagation begins at the last layer and successively moves back one layer at a 
time, computing the error for each visited layer. The proposed model has four hidden layers in 

addition to one input layer and one output layer each. The number of input neurons in the model is 

the same as the selected features extracted from the experimental dataset in the second component 
of the overall framework. Therefore, the input training sample with n = 20 inputs is expressed as 

follows: 
 

𝐼=[𝑖1, 𝑖2…….𝑖𝑛]                                                                           (9) 

 

The subsequent layer is the hidden layer ℎ which maps the input I from the input layer with random 

initialized weights 𝑤𝑎 and a bias 𝑏j. Thus, hidden layer inputs are expressed as follows: 
 

ℎj=∑𝑎𝑤𝑎𝑖𝑎+𝑏j                                                                                                                     (10) 
 

Where 𝑗 = [1, 2, ... 𝑛th] is the number of hidden nodes in the dnn model. Flowchart of the proposed 
deep learning model is shown in the figure 4. 
 

 
 

Figure 4. Flowchart of the BPDNN model 
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Training the proposed model involves four phases, namely weights initialization, feed-forward 
phase, back propagation, update weights, and bias. The Bernoulli normal distribution is used to 

initialize the weights, and the training sample is propagated through all four hidden layers during 

the feed-forward stage to compute the weighted inputs of each layer. Activation function 𝜎 is 

applied to the sum of weighted input signals at each hidden unit and sent to the next layer till it gets 

to the output unit. During back propagation, the output unit compares its computed activation 𝑌𝑜 

with its target value 𝑇 to obtain the error at that unit. The error δo is computed and sent back to all 

units in the previous layer. Similarly, error 𝛿j is computed at each hidden unit ℎj and sent to the 
next previous layer. The weight and biases are updated using the error factor δ and the activation 

function 𝜎 till the stop conditions are reached. Details of the hyper-parameters used in training our 

model are given in the table below: 

 
Table 4. Hyper-parameters description 

 

Descriptions Values 

Objective Binary classification 

Inputvector 20 

Hiddenlayers 4 

No of Neurons at hidden 

layer1-4respectively 

64,32,16,5 

Output 1 

Learningrate 0.001 

Activation functions ReLu, Sigmoid 

Optimization Adam optimizer 

Loss Function Binary cross entropy 

Momentum 0.9 

Weight initializer Bernoulli normal distribution 

Epochs 150 

 

4. FRAMEWORK OF THE PROPOSED MODEL 
 

The RTL-DL model shown in figure 5 is made up of three major components namely the RTL 
(ROS + Tomek-Link) module, the information gain module, and the deep neural network classifier. 

 

 
 

Figure 5. Framework of the Proposed RTL-DL Model 

 

The components outlined above operates sequentially. Minority class samples of the training data 

are generated to an acceptable level by the RTL component. The relatively balanced generated data 
by RTL is used as an input for the feature selection component. The IG of all features in the RTL 
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generated data is computed by the feature selection component using equation 3, as described in 
algorithm 1. These features are ranked based on their IG values, and the best feature subset is 

selected prior to applying our BPDNN algorithm. 

 

5. RESULTS AND DISCUSSION 
 
This section discusses the software and hardware requirements used in this experiment. The 

experiment is based on the RTL-DL, a supervised deep learning algorithm for intrusion detection. 

The proposed DL model adopts the ReLu activation function for the excitation of nodes at the 
hidden layers, and a sigmoid activation function is used by nodes at the output layer. The model is 

evaluated on the benchmark CICIDS2017 dataset. The experiments were performed on a Jupyter 

notebook version 6.0.3 in the Anaconda environment using Python 3, Keras, and TensorFlow and 
a Graphics Processing Unit (GPU) installed on a Mac OS X 2.8 GHz Intel Core i7 CPU, 16.00 GB 

RAM, 2133MHz LPDDR3. The table below shows results obtained during the evaluation of the 

proposed model on a test dataset. 

 
Table 5. Results Obtained after Testing 

 

Metrics Values (%) 

Accuracy 98.3 

F-score 97.8 

Hamming Loss 4.6 

Precision 98.8 

Recall 98.3 

 

During intensive experiments to verify the performance of the RTL algorithm for solving class 

imbalance problems in benchmark cicids2017 datasets, we applied RTL to the extracted samples 

of the minority class in the original dataset. This increases its number of instances from 360,688 to 

1,022,894 in both training and testing sets. Using 79 features in the generated samples, there is an 
increase of 19.2% in accuracy and 66.3% in fscore, which is one of the most important metrics to 

use in a class imbalance problem scenario. Also, to verify the performance of feature selection in 

our experiment, we applied mutual information gain on the RTL-generated samples and obtained 
an increase of 0.5%, 8.3%, 8.2%, and 5.4% for accuracy, precision, recall, and fscore, respectively, 

when the top 30 features are selected. Furthermore, there is an increase of 0.1% when the top 20 

features are selected as illustrated in table 6. 
 

Table 6. Performance Result of Proposed Approach 

 

 EXPERIMENTALMODEL PROPOSED MODELS 

Metrics DNN DNN+RTL DNN+RTL+IG DNN+RTL+IG 

Feature No 79 79 30 20 

Accuracy (%) 78.3 97.5 98.2 98.3 

Precision (%) 41.1 90.5 98.8 98.8 

Recall (%) 22.1 90.1 98.3 98.3 

Fscore (%) 26.1 92.4 97.8 97.8 

Processing Time (secs) 580 406 116 103 

 

Additionally, the processing time was also reduced considerably with the application of the RTL 

algorithm and information gain technique as shown in figure 6 below. 

 



International Journal of Computer Networks & Communications (IJCNC) Vol.14, No.6, November 2022 

62 

 
 

Figure 6. Processing times 

 

6. COMPARATIVE ANALYSIS  
 

The proposed RTL-DL's performance was compared to some state-of-the-art algorithms mentioned 

in the literature and the results are shown in table 7. The proposed method outperforms the deep 
neural network (DNN) and random forest (RF) methods in [16] and [22], respectively, in terms of 

accuracy. The proposed method also outperformed the KNN and LDA methods in [24] and all the 

methods in [28]. The methods in [17–20] outperformed the proposed method. However, the 
proposed method included data balancing and feature selection techniques, which were not 

considered in [17–20] and may affect the performances because of the significant number of 

irrelevant features and large class imbalance present in the datasets. 

 
Table 7. Brief comparison with other works 

 

Ref/Year Dataset Method Accuracy 

[16]/2020 CICIDS2017 DNN 98% 

[17]/2020 CICIDS2017 FeedForward DNN 99.61% 

[18]/2020 CICDDoS2019 DNN 99.99% 

[19]/2021 CICDDoS2019 Composite DNN 99.66% 

[1]/2021 CICDDoS2019 DNN 99.99%: Binary 

94.57%: Multiclass 

[22]/2019 KDDCUP’99 Random Forest+SMOTE 92.57% 

[24]/2020 CSE-CIC-

IDS2018 

(KNN, RF, GB, AB, DT, and 

LDA) + SMOTE 

95.30%, 99.19%, 

99.38%,99.32%, 98.56% 

and83.62% 

[28]/2020 NSL-KDD J48, RF, and PART. 86.0807%, 86.5117%and 

86.6606% 

Proposed 

Method 

CICIDS2017 DNN +RTL 98.3% 

 
 

7. CONCLUSIONS 
 

Problems of secure communication have increased exponentially with the recent advancement of 
IoT networks. The distributed denial of service (DDoS) attack has become one of the most common 

cyber threats, necessitating the need for effective DDoS prevention and detection. An efficient IDS 
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to detect distributed denial of service (DDoS) attacks on an IoT platform using a deep neural 
network based on a back-propagation technique was presented in this paper. The model is based 

on RTL and Mutual Information Gain techniques to solve class imbalance problems and extract 

the most relevant features from our experimental dataset, respectively. The further comparison 

between our experimental models and proposed models proved the importance of oversampling 
and feature selection techniques in developing state-of-the-art models. This research is only 

focused on detecting DDoS attacks. Other sorts of cyber-attacks can thus be investigated for future 

research. Additionally, hyper-parameter tuning so as to decrease the number of epochs required 
and further decrease the training time will be considered. Finally, the combination of the presented 

model with other machine learning techniques to be able to detect more novel attacks and evaluate 

them on other recent benchmark datasets will be considered. 
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LIST OF ABBREVIATIONS 
 

AdaBoost: Adaptive Boosting  

BP: Back propagation 
CICIDS2017: Canadian Institute of Cybersecurity Intrusion detection dataset  

CNN: convolutional neural network 

DDoS: Distributed Denial of Service Attacks  
DNN: Deep Neural Network 

DL: Deep Learning  

DT: Decision Tree 
FC feed-forward: Fully Co 

FC feed-forward: Fully Connected feed-forward  

GB: Gigabytes 

IDS: Intrusion Detection System  
IoT: Internet of Things 

IG: Information Gain  

KNN: k-nearest neighbors’ algorithm 
KDDCUP99: Knowledge Discovery and Data Mining  

LSTM: Long short-term memory 

LDA: Linear Discriminant Analysis 

NSL-KDD: Knowledge Discovery and Data Mining  
ROS: Random Oversampling 

TL: TomekLink 

ReLu: Rectified Linear Unit  
RNN: Recurrent neural network 

SMOTE: Synthetic Minority Oversampling Technique  

ZB: Zettabyte 
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