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ABSTRACT

As security is a very challenging issue in ad hoc networks, variety of research works related to security of ad hoc networks are being reported for last many years. In the present work, we propose a new sort of attack titled Twin-Node Neighbour Attack (TNNA), wherein two malicious nodes in close vicinity of each other exploits the provision of broadcast nature of Hello Messages in AODV routing protocol along with non-provision of any restriction regarding authentication of participating nodes. Mitigation measures are designed to lessen or perhaps remove security flaws and threats altogether. Detection and mitigation of TNNA attack are also proposed and discussed. The network’s performance has been measured using four metrics viz. Packet Delivery Ratio, Throughput, Total Number of Received Packets and Average End-to-End Delay. It is evident from simulations that the TNNA attack is significantly detrimental to the performance of WANETs using AODV routing protocol. After attack throughput of legitimate flow is found to be less than 5 % as compared to the Throughput without attack, when the data rate of malicious node is 100 Kibps. Due to stress of malicious flow of 100 Kibps, the number of transmitted (received) data packets of legitimate flow is reduced by a factor of more than 20.
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1. INTRODUCTION

Security is a critical component of all wired and wireless communication networks. The security of a wireless ad hoc network (WANET) determines its success. The properties of WANET, on the other hand, present both obstacles and opportunities in terms of meeting security objectives such as authentication, confidentiality, availability, integrity, non-repudiation, and access control, among others.

A wireless ad hoc network (WANETs) is an independent system of mobile nodes connected by wireless links. Each node serves as both a router and an end-system for packet forwarding. The nodes are free to move around and form a network independently. The use of WANETs does not necessitate the use of fixed infrastructure such as base stations, making it an appealing networking option for connecting mobile devices quickly and spontaneously, such as in personal electronic device networking, military applications, emergent operations, and civilian applications such as an ad hoc classroom or an ad hoc meeting room [1].

Wireless ad hoc networks have various distinguishing features, including dynamic topologies, variable capacity links, bandwidth-constrained, limited physical security and energy-constrained operation. Because of these features, wireless ad hoc networks are especially vulnerable to attacks initiated from a compromised node [1].
WANETs are vulnerable to various attacks because of insecure protocols and vulnerabilities such as restricted bandwidth, dynamically changing topology, wireless connectivity, no established boundaries, and limited battery life [2].

In the present work, we propose a new sort of attack titled Twin-Node Neighbour Attack (TNNA) and the objective of the present work is as follows:

- To design and implement a new type of attack using the AODV routing protocol.
- To design and implement detection and mitigation mechanisms for this new type of attack.

In Proposed TNNA attack, where two malicious nodes in close vicinity of each other exploit the broadcast nature of Hello Messages in AODV routing protocol along with non-provision of any restriction regarding authentication of participating nodes. Mitigation measures are designed to lessen or perhaps remove security flaws and threats altogether. Detection and mitigation of TNNA attacks are also proposed and discussed. The network's performance has been measured using four metrics: Packet Delivery Ratio, Throughput, Total Number of Received Packets and Average End-to-End Delay. It is evident from simulations that the TNNA attack is significantly detrimental to the performance of WANETs using AODV routing protocol. Main contributions of this work are as follows:

- It is perhaps a new type of attack on AODV-based WANETs.
- This work presents a method also to detect and mitigate the proposed attack.

The paper is organized as follows. Literatures has been discussed in section 2. Twin-Node Neighbour Attack is discussed in section 3. In section 4, proposed algorithms of TNNA attack, its detection and mitigation have been provided. Simulation parameters and performance metrics have been presented in section 5. Results and analysis are provided in section 6. Finally, in section 7, the conclusion and future work are discussed.

2. LITERATURE REVIEW

There are a variety of attacks for WANETs, e.g., Blackhole attack, Grey hole attack, Wormhole attack, Sinkhole attack, Flooding attack, Eavesdropping attack, DoS attacks, Man-In-The-Middle [3][4][5][6][7][8][9][10][11][12][13][14][15][16][17][18][19][20][21][22][23][24][25][26][27] wherein either all packets are made to be routed to the malicious node which drops all packets or malicious nodes drop packet selectively or malicious nodes modify packets, forward packets out of order or notify neighbours that it has a low-cost route to a destination etc.

As far as AODV routing protocol is concerned, provision of identification of neighbours through exchange of Hello messages seems to be vulnerable to certain attacks. In Sinkhole attacks, a malicious node notifies its neighbours that it has a low-cost route to the destination. Neighbour nodes begin sending all packets through this node; if the node drops all packets, it becomes a Blackhole attack, depending on the implementation [12][13][14].

Goel et al. [28] offered a solution for secure transmission throughout the network, in addition to proposing a neighbour node analysis approach to identify wormhole attacks and eliminate wormhole links in MANET. The work they had shown was simulated with NS-2, and specific characteristics like loss rate, throughput, and delay rate were used to do the analysis.
Parthiban S. et al. [29] have reported the neighbour attack, whose goal is to disrupt multicast routes by misleading two nodes that are actually out of communication range of each other so that they can communicate directly with each other. The join reply packet that these two nodes exchange if they are a part of the routing mesh will be lost because there isn't actually a link between them. Considering that the packets will eventually be lost owing to the fake links, a neighbour attacker who breaches the routing protocol does not need to get involved later in the packet dropping process.

3. **TWIN-NODE NEIGHBOUR ATTACK (TNNA)**

The proposed TNNA Attack, its detection and mitigation are discussed as follows:

3.1. **TNNA Attack**

The pair of two malicious nodes try to listen to Hello messages from legitimate nodes. Once such a Hello message is received, one of the malicious nodes starts generating data to be sent to the remaining malicious node of the pair. Any legitimate node, involved in transferring data between legitimate nodes, will start participating in transfer of data from the source malicious node to the destination malicious node as both malicious nodes are in the neighbourhood of the legitimate node. If the data rate of the source malicious node is sufficiently high, it will start eating up the resources of the legitimate node, which would otherwise be utilized in transferring data of legitimate data flows. This may lead to the unwarranted performance of ad hoc networks.

3.2. **Detection and Mitigation of TNNA Attack**

Every legitimate node will form a list of its neighbour nodes as well as the list of data flows between pairs of any two neighbour nodes. For every such data flow, the legitimate node will investigate whether the two nodes corresponding to the data flow experience a transition from state of neighbourhood to the state of non-neighbourhood with respect to the legitimate node simultaneously while reducing its sensitivity in steps up to a minimum level or not as shown in Table 1.

In Figure 1, $n_0$, $n_1$, and $n_2$ are legitimate nodes of a linear wireless ad hoc network deliberately chosen so as to bring into picture the most difficult situation wherein a node ($n_1$) routing a data flow between legitimate nodes (here between $n_0$ and $n_2$) is attacked by TNNA-nodes $M_S$ and $M_D$ staying in the neighbourhood of node $n_1$. Figure 2 shows the flowchart of Proposed TNNA attack.

For the example being discussed, the results of simulation experiments for detection of TNNA attack is summarized in Table 1. When $M_S$ and $M_D$ detect Hello messages from $n_1$, $M_S$ start generating data packets destined for $M_D$. As $M_S$ and $M_D$ are in the neighbourhood of $n_1$, $n_1$ will be having a route for $M_D$ implicitly. As a result, data from $M_S$ to $M_D$ will be routed through $n_1$ and if data rate of this data flow is sufficiently high, it will start hampering the legitimate data flow between $n_0$ and $n_2$. 
Table 1. States of the neighbourhood of different nodes with respect to node ’N’ for different levels of sensitivity of node ’N’ while the sensitivity of other nodes remains unaltered.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Node</th>
<th>Sensitivity of Node ‘N’</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-100dBm</td>
</tr>
<tr>
<td>1</td>
<td>S</td>
<td>S is a neighbour node of N</td>
</tr>
<tr>
<td>2</td>
<td>D</td>
<td>D is a neighbour node of N</td>
</tr>
<tr>
<td>3</td>
<td>M_S</td>
<td>M_S is a neighbour node of N</td>
</tr>
<tr>
<td>4</td>
<td>M_D</td>
<td>M_D is a neighbour node of N</td>
</tr>
</tbody>
</table>

*This simultaneous transition of nodes M_S and M_D from being neighbour nodes of N to being non-neighbour nodes of N establishes that M_S and M_D are malicious nodes.

Figure 1. TNNA attack’s example
Figure 2. Flowchart of Proposed TNNA attack

4. **PROPOSED ALGORITHMS OF TNNA**

Symbols:

- **\( M_p \):** \( M_p \) is a malicious node with identifier \( p \).
- **\( N_i \):** \( N_i \) is a legitimate node with identifier \( i \).
- **\( X(LN) \):** List of all neighbour nodes of node \( X \).
- **\( DF(N_s, N_d) \):** A data flow between source node \( N_s \) and destination node \( N_d \) exits.
- **\( A + B \):** Node \( B \) is a neighbour node of \( A \).
- **\( A - B \):** Node \( B \) is a non-neighbour node of \( A \).
- **\( A(X[Legt]) \):** State of node \( X \) is ‘Legt’, i.e. node \( X \) is being treated as a legitimate node of the network by node \( A \). This is the default state of every node.
- **\( A(X[Susp]) \):** State of node \( X \) is ‘Susp’, i.e. node \( X \) is being treated by node \( A \) as a node under suspicion whether it is a legitimate node or a malicious node.
- **\( A(X[Malc]) \):** State of node \( X \) is ‘Malc’, i.e. node \( X \) is being treated as a malicious node by \( A \).
Node $A$ changes state of node $X$ from State$_i$ to State$_j$ where State$_i \neq$ State$_j$ and State$_i$, State$_j$ $\in \{\text{Legt, Susp, Malc}\}$.

**Sens**($X$): Sensitivity of node $X$.

$\Delta$ Sens($X$): Step size for reduction in sensitivity of node $X$.

**DFs**($X$($\text{LN}$)): $DF(N_p, N_q) \mid N_p, N_q \in X(\text{LN})$

**Sens**(X)$_{\text{stop}}$: The sensitivity of $X$ is decreased in steps up to this lowest level of sensitivities of $X$.

**Algorithm 1:** TNNA - Malicious Nodes Implementation

**Assumption:** $M_S$ and $M_D$ are nodes in very close vicinity of each other to play the role of malicious node for ‘TNNA’ attack. $M_S$ is source malicious node and $M_D$ is destination malicious node.

**Step 1:** Start
**Step 2:** $M_S(M_D)$ ignores Hello Message from $M_D(M_S)$
**Step 3:** $M_S(M_D)$ disables route updates to $M_D(M_S)$
**Step 4:** $M_S(M_D)$ ignores any RREQ from $M_D(M_S)$
**Step 5:** End

**Algorithm 2:** TNNA Attack

**Step 1:** Start
**Step 2:** $M_S$ and $M_D$ tries to listen Hello Message
**Step 3:** If $M_S$ receives Hello Message from certain legitimate nodes, $M_S$ starts generating data to be sent to $M_D$
**Step 4:** End

**Algorithm 3:** Detection and Mitigation of TNNA Attack by a legitimate node ‘$N$’

**Step 1:** Start
**Step 2:** $N(\text{LN})$ is formed
$DFs[X(\text{LN})]$ is formed
**Step 3:** Select a $DF(N_p, N_q) \in DFs[X(\text{LN})]$
$DFs[N(\text{LN})] = DFs[N(\text{LN})] - DF(N_p, N_q)$ GoTo Step 4.
**Step 4:** $N(N_p[\text{Legt}]) \rightarrow N(N_p[\text{Susp}])$
$N(N_q[\text{Legt}]) \rightarrow N(N_q[\text{Susp}])$
**Step 5:** Sens($X$) = Sens($X$) - $\Delta$ Sens($X$)
**Step 6:** IF $N + N_p$ and $N - N_q$
or$N - N_p$ and $N + N_q$ then GoTo Step-8
ELSE GoTo Step-9
**Step 7:** IF $N + N_p$ AND $N + N_q$ AND Sens($X$) $\geq$ Sens($X$)$_{\text{stop}}$, GoTo Step-5ELSE GoTo Step-9
**Step 8:** $N(N_p[\text{Susp}]) \rightarrow N(N_p[\text{Legt}])$
$N(N_q[\text{Susp}]) \rightarrow N(N_q[\text{Legt}])$
GoTo Step-11
Step 9: 
\[ N(N_p[Sus]) \rightarrow N(N_p[Mal]) \]
\[ N(N_q[Sus]) \rightarrow N(N_q[Mal]) \]

Step 10: \( N \) ignores all packets from malicious nodes \( N_p \) and \( N_q \)

Step 11: 
IF \( DFS[N(LN)] \neq \emptyset \) GoTo Step-3 ELSE GoTo Step-12

Step 12: End

5. Simulation Parameters

Figure 3 shows the time windows for the simulation and the On-Off Application of legitimate and malicious nodes used in our program. For the simulation experiment, we have chosen the NS-3 version 3.36.1 as the network simulator and set the seed value equal to 1 (default value) with only 1 run (number of iterations). The "On-Off Application" has been chosen for generating Constant Bit Rate (CBR) type traffic, with a packet size of 512 bytes for both malicious and non-malicious nodes. Table 2 shows other major simulation parameters with their values.

![Simulation Time Window](image)

Figure 3. Different time windows

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS-3 Version</td>
<td>3.36.1</td>
</tr>
<tr>
<td>Seed</td>
<td>1</td>
</tr>
<tr>
<td>Run (Number of iterations)</td>
<td>1</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>5</td>
</tr>
<tr>
<td>Application</td>
<td>On-Off Application</td>
</tr>
<tr>
<td>Data Rate of non-malicious source node</td>
<td>20 Kib/s</td>
</tr>
<tr>
<td>Data Rate of malicious source node</td>
<td>10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 Kib/s</td>
</tr>
<tr>
<td>Traffic</td>
<td>CBR</td>
</tr>
<tr>
<td>Packet Size (Payload)</td>
<td>Malicious and non-malicious source nodes = 512 Bytes</td>
</tr>
<tr>
<td>Transport Layer Protocol</td>
<td>UDP</td>
</tr>
<tr>
<td>Routing protocol</td>
<td>AODV Routing Protocol</td>
</tr>
<tr>
<td>MAC Mode</td>
<td>Ad-hoc</td>
</tr>
<tr>
<td>Physical Standard</td>
<td>IEEE 802.11b (DSSS 1 Mbps)</td>
</tr>
<tr>
<td>Propagation Delay Model</td>
<td>Constant Speed Propagation Delay Model</td>
</tr>
</tbody>
</table>
Note: The source codes of TNNA attack, its detection and mitigation are available on GitHub [30].

5.1. Performance Metrics

The following metrics have been used to investigate the effect of TNNA attack on the performance of the ad hoc network:

5.1.1. Packet Delivery Ratio (PDR)

PDR is defined as the ratio of the total number of received data packets to the total number of transmitted data packets [31].

\[
PDR = \frac{\text{Total Number of Received Data Packets}}{\text{Total Number of Transmitted Data Packets}} \times 100
\]

5.1.2. Throughput

Throughput is the ratio of total bits of received data packets to the simulation time. To obtain the Throughput in Kib/s, it is divided by 1024 [32].

\[
\text{Throughput (Kib/s)} = \frac{\text{Total Number of Received Data Packets in bits}}{(\text{Simulation Time}) \times 1024}
\]

5.1.3. Average End-to-End Delay (AEED)

is defined as the ratio of the sum of all delays experienced by delivered data packets to the total number of received data packets by the destinations [31].

\[
\text{Average End – to – End Delay} = \frac{\text{Sum of All Delays Experienced by Delivered Data Packets}}{\text{Total Number of Received Data Packets}}
\]

6. RESULTS AND ANALYSIS

Variation of the Total Number of Received Packets, PDR and Throughput for different data rates between MS and MD are shown in Figure 4, Figure 5 and Figure 6 respectively. From all these figures, it is evident that at a high data rate between MS and MD, the performance of WANET is degraded significantly under TNNA attack if no mitigation mechanism is provisioned. However, if the provisions of detection and mitigation mechanisms are in place, the performance of the WANET is restored completely.
It is worth mentioning here that, though Throughput is usually defined as the total number of packets (bits) delivered divided by the time difference between the instant of reception of last packet and that of transmission of first packet, the co-authors resorted to the definition of Throughput as total number of delivered packets divided by the simulation time. To differentiate it, Throughput(Usual) takes into account the time difference between the instant of reception of last packet and that of transmission of first packet whereas Throughput as defined in the present work, takes into account the simulation time.

Figure 4. Variation of Total Number of Received Packets with Data Rate of Malicious Node

Figure 5. Variation of Packet Delivery Ratio with Data Rate of Malicious Node
Figure 6. Variation of Throughput with Data Rate of Malicious Node

Figure 7 shows the variation of Throughput (Usual) with varying data rates between $M_S$ and $M_D$. The graph is certainly not easily comprehensible. The reason could be understood by observing the last row of Table 3, wherein it could be noticed that though the number of packets generated by ‘S’ is still 749 but the number of packets transmitted by S is merely 31, and the number of received packets by ‘D’ is 30. This may be attributed to the fact that at such a high data rate at which $M_S$ is generating packets, node $n_1$ is so engaged in transporting data between $M_S$ and $M_D$, that S is comparatively getting lesser chance of forwarding its packets to $n_1$. 
Table 3. Number of Received and Transmitted Data Packets in presence of TNNA attack''

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Application Data Rate of Malicious Node ‘M_S’ (Kibps)</th>
<th>Number of Packets Generated by Source Node ‘S’</th>
<th>Number of Packets transmitted by Source Node ‘S’</th>
<th>Number of Packets transmitted by Source Node ‘S’</th>
<th>Number of Packets received by Destination Node ‘D’</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>749</td>
<td>749</td>
<td>749</td>
<td>749</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>749</td>
<td>749</td>
<td>744</td>
<td>749</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>749</td>
<td>749</td>
<td>744</td>
<td>749</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>749</td>
<td>749</td>
<td>741</td>
<td>749</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>749</td>
<td>749</td>
<td>743</td>
<td>749</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>749</td>
<td>749</td>
<td>749</td>
<td>749</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>749</td>
<td>749</td>
<td>737</td>
<td>749</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>749</td>
<td>749</td>
<td>722</td>
<td>749</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>749</td>
<td>749</td>
<td>737</td>
<td>749</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>749</td>
<td>31</td>
<td>30</td>
<td>749</td>
</tr>
</tbody>
</table>

In absence of TNNA attack, the number of received packets by destination node ‘D’ is 749.

Figure 7. Variation of Throughput(Usual) with Data Rate of Malicious Node

At first glance, the Throughput (usual) is expected to be significantly low. On the contrary, it comes out to be high. Detailed investigation of events logged in ASCII Trace files reveals that at high data rate of 100 Kibps at which M_S is generating packets, the time difference between instant of reception of last packet and that of transmission of the first packet comes out as 5.82
seconds which is much lower than such time difference for the lower data rate of generation of packets by M which is very much close to 150 seconds. This anomaly becomes non-existent when Throughput is computed as defined in the present work.

![Graph showing variation of average end-to-end delay with data rate of malicious node.](image)

**Figure 8.** Variation of Average End-to-End Delay with Data Rate of Malicious Node

Variation of average end-to-end delay with data rate of malicious node is shown in Figure 8. AEED of linear ad hoc network using mitigation is lower as compared to the case without mitigation. During attack the node n1 remains engaged in routing of data packets from legitimate node n1 as well as that from malicious node M1.

Table 4 displays the metrics obtained from the simulation when the malicious node attacked with a data rate of 100 Kib/s.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Metrics</th>
<th>TNNA Attack without Mitigation</th>
<th>TNNA Attack with Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total Number of Received Packets</td>
<td>30</td>
<td>749</td>
</tr>
<tr>
<td>2</td>
<td>Packet Delivery Ratio (PDR)</td>
<td>96.7742</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>Throughput</td>
<td>0.84375 Kib/s</td>
<td>21.0656 Kib/s</td>
</tr>
<tr>
<td>4</td>
<td>Average End-to-End Delay</td>
<td>0.0410054 sec</td>
<td>0.0100343 sec</td>
</tr>
</tbody>
</table>

**Table 4. Measured value of Metrics at 100 Kib/s data rate of Malicious node**

**7. CONCLUSION AND FUTURE WORK**

The proposed TNNA attack is found detrimental at high data generation rate of malicious source node as far as the performance of the WANETs is concerned. The proposed detection and mitigation mechanisms are found effective to counter such TNNA attacks. After attack throughput of legitimate flow is found to be less than 5 % as compared to the Throughput without attack, when the data rate of malicious node is 100 Kibps. Due to stress of malicious flow of 100 Kibps, the number of transmitted (received) data packets of legitimate flow is reduced by a factor of more than 20.
The findings of the work is based on simulations only for a very trivial ad hoc network so it is hard to predict the impact of TNNA attack in a real ad hoc network. However, in future, TNNA attack is planned to be more devastating by making provision of many pairs of malicious nodes coordinating with each other.
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