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ABSTRACT 
 
This study presents the usage of retrial queues with cloud computing systems in which the operating unit 

(the server) and the storing unit (buffer) are independently considered. In fact, the tasks cannot occupy the 

server to the system. Instead, they are stored in the buffer and sent back to the server after a random time. 

Upon a service completion, the server does not always get to work while waiting for a new task or a task 

from the buffer. After the idle time, the server instantly starts searching for a task from the buffer. The 

analysis model proposed in this study refers to a retrial queue system searching for tasks from theorbit 

with limited size under a multi-server context, and the model is modelized into the 3-dimension Markov 
chain. The solution is based on building an algorithm under the analytical methodology of the quasi birth-

death (QBD) process that utilizes the Q-matrix to calculate the probability of states toward the proposed 

model. 
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1. INTRODUCTION 
 

Retrial queueing requently occurs in all aspects of our life. The characteristic of the retrial is that 

customers are relocated to an orbit, a queueing for retrial customers that continually repeat 
demand for services after failure [1]. Numerous articles dealing with retrial queueing accept that 

the servers share either fresh calls or repeated calls from an orbit. Phung-Duc et al. proposed the 

models with two-way communication [2]-[5]. Innovated servers, in some of other cases, are to 

search blocked calls to serve [6]-[13]. It is assumed that after serving a customer, the server is 
vacant in a given interval and searches for the blocked customer later. In idle time, if a fresh or 

repeated call arrives, it will be served immediately. The servers seek a retrial customer with 

exponential distribution after idle time. At that moment, they are unable to serve other customers. 
This means that if a new customer arrives, they will be moved to the orbit. After the search time, 

the customer successfully searched is served. Otherwise, the servers remain idle [12],[13]. 

 
The fact is that, cloud computing is available for resources, particularly the capability of storage 

and computing without user’s management. This term is used to represent the available data 

center for users. Big data clouds allocate resources to different directions from the data centre. If 

users are closely connected, the servers are assigned. The cloud restricted to an organization is 
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called private cloud, while the cloud available for organizations is called public cloud. Cloud 
computing shares resources to maintain the coherence and economies of scale. 

 

The proposed model will be used to analyze retrial queueing in cloud computing platforms with 

separate processing and storage units[14]-[17]. The processing unit serves only one customer at a 
specific time. The freshly arriving calls are stored in a buffer if all servers are busy. When 

finishing serving a customer, a server remains idle for a while, waiting to select a particular 

customer from the buffer. The idle interval is called the search time. The whole is modelled by 
utilizing a retrial queueing for searching calls that follow a solution [1]. 

 

There were research works involving retrial queueing. Artalejo et al. [6] investigated the retrial 
queueing by searching customers in the orbit. Specifically, after serving a customer, the server 

promptly selects another customer from the orbit with the probability 𝑝 or remains idle with the 

probability 1 − 𝑝. This is similar to the model in which the server picks a customer from the 

orbit. In the model, there is, nevertheless, no idle and searching time. 
 

In [9], the authors considered the retrial queueing 𝐵𝑀𝐴𝑃/𝐺/1 with customers that arrive 

following the BMAP process. Individuals who arrive following the batch when all servers are 
busy proceed to the orbit. While the customers that access the system after the batch are promptly 

served, the rest is transferred to the orbit. The customers from the orbit repeatedly attempt to 

attain success with the inter-arrival time following the exponential distribution based on the 

number of customers in the orbit. On the other hand, the mechanism of searching clients can be 
activated at the moment the server just concluded a customer with the given probability, 

depending on the number of customers in the orbit. 

 
The searching time is stochastic and seems to depend on the number of customers in the orbit. 

The customer picked after the search process is immediately served if some of the servers are 

vacant [4]. It is assumed that the service time follows the general distribution regardless of retrial 

customers from the orbit. The notation of the general distribution is 𝐺. Artalejo and Phung-Duc 
[4],[5] examined the model with two cases in which, after idle time, the server handles outcoming 

calls with the inter-arrival following the exponential distribution. This is regarded as the search 

time in the model of this article. After an outcoming call, the server is, notwithstanding, 
available. For example, there is no customer to pick out. Other articles reported that the retrial 

rate and the number of customers in the orbit are linear functions [18], [19]. 
 

In this paper, we model the mechanism that operates after the server’s free time [12]. This means 

that the mechanism that searches for a customer is immediately initiated after the server’s vacant 

duration. Accordingly, the model in which the platform of cloud computing employs the retrial 
queueing, is considered where the processing and storage unit are separated. The researches in 

[22]-[26] mainly base on a 2-dimensional Markov to build models. 

 
The main result of the paper is proposed the multi-server with the orbit’s limited buffer in cloud 

computing systems. The model applies a 3-dimensional Markov chain combined with the quasi 

birth-death process to work out possibility of blocking. We have also built an algorithm for 

computing the blocking probability of the system based on the construction of the 3-dimensional 

infinitesimal generator matrix Q to compute steady-state probabilities corresponding to the quasi 

birth-death process of the proposed model in the article. The disparity is that the number of the 

servers that are serving a repeated customer or a fresh customer and the number of the servers 
that are searching for a customer in the orbit are considered. 

 

The organization of the article is as follows, In Section 2, the detailed problems with the 

proposed model and an algorithm for computing the blocking probability. The analysis results 
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will be presented evaluated the model performances in Section 3 and the conclusion is presented 
in Section 4. 

 

2. ANALYSIS MODEL FOR MULTI-SERVER CLOUD COMPUTING SYSTEM 
 

2.1. Problems 
 

We concentrate our attention on the retrial queueing for cloud computing, in which the 
processing units (the servers) and the storage units (the buffers) are separately considered as in 

[12]. Accordingly, a processing unit is capable of serving one and only one customer at a 

particular moment. Thus, a call arriving while all servers are active is stored in a queueing (a 
buffer), and by then, it reattempts to be served. Successfully executing a mission, the server is 

accessible, and the processing unit seeks a job from the queueing within a specified interval. Such 

periods are commonly called search time. In earlier works [6],[9], the idle time and search time 

are discrete. As a result, the computational model represents the mechanism that the search time 

is allowed after the server’s idle time [12]. The system employs retrial queueing with searching 

customers. Compared with the model in [13], the innovation point is the extension with the 

multi-server. 

 

2.2. The model and Parameters 
 

2.2.1. Some assumptions of the Model 
 

The analytical method is based on the followings: 

- The customers to be served arrive to the server with the average rate 𝜆. 
- The service time for arriving customers follows the exponential distribution with the 

average time 1 ν1⁄ , or in other words, the average rate is ν1. 

- After completing a task, the server remains vacant with the interval following the 

exponential distribution with the average time 
1

𝛼
. 

- During idle time, a client, regardless of repeated clients or fresh clients, entering the service, 

is immediately served. 

- Thereafter, the server continues seeking a customer in the orbit. Also, the search time 

follows the exponential distribution 1 ν2⁄ , or the average rate ν2. 
- Arriving while all servers are busy, a customer is transferred to the orbit in order to be 

returned in the exponential average time 1 μ⁄ , or the average rate μ. 

 

2.2.2. The analytical method for the Single server 

 

The analytical method is similar to the model in [12], but the main difference is that the orbit size 

in this model is limited (0 ≤ 𝑁(𝑡) ≤ 𝐿). 

Let 𝑆(𝑡)(𝑡 ≥ 0) denote the server state at the moment 𝑡. Accordingly, we also define the server 

states as [1]: 

𝑆(𝑡) = {
0, the server is available,
1, the server is serving a customer,
2, the server is looking for a customer from the orbit.

 

Let 𝑁(𝑡)(𝑡 ≥  0) denotes the number of customers in the orbit at the moment 𝑡 ≥ 0. Then, 

{𝑋(𝑡) = (𝑆(𝑡), 𝑁(𝑡)), 𝑡 ≥ 0} forms the Markov chain in the state space 𝒮 = {0, 1, 2} ×
{0, 1, 2, … , 𝐿}. The state transition diagram is shown in Figure 1. We assume that the system is 
stable, which means that the steady-state probabilities subsist. The necessary and sufficient 

condition for the stable system is  < 𝜈1that will be used in the following analyses [12]. 



International Journal of Computer Networks & Communications (IJCNC) Vol.15, No.1, January 2023 

76 

 
 

Figure 1.The state transition diagram for the single server 

 

Let 𝜋𝑖,𝑗 = 𝑃[𝑆(𝑡) = 𝑖, 𝑁(𝑡) = 𝑗] are the balance probabilities at the state (i, j). The state 

transition matrices 𝐴𝑗 , 𝐵𝑗  and 𝐶𝑗 , 3 × 3 matrixes, represent the steps in Figure 1 [1]: 

(a). 𝐴𝑗(𝑖, 𝑘) denotes the transition rate from the state (𝑖, 𝑗) to the state (𝑘, 𝑗) (0 ≤ 𝑗 ≤ 𝐿; 0 ≤ 𝑖, 𝑘 ≤ 2) 

which is caused by the fact that the server is idle, serving a client or seeking for a customer from 

the orbit (in case of 𝐴0). The 3 × 3 matrix 𝐴𝑗  with entries 𝐴𝑗(𝑖, 𝑘) is written as 

𝐴0 = (
0 𝜆 𝛼
𝜈1 0 0
𝜈2 0 0

), 𝐴𝑗 = (
0 𝜆 𝛼
𝜈1 0 0
0 0 0

) , (1 ≤ 𝑗 ≤ 𝐿). 

(b). 𝐵𝑗(𝑖, 𝑘) denotes the transition rate from the state (𝑖, 𝑗) to the state (𝑘, 𝑗 + 1) (0 ≤ 𝑗 ≤ 𝐿 − 1; 0 ≤

𝑖, 𝑘 ≤ 2) which is caused by a rejected demand due to the fact that the server is serving or is 

searching for a customer. The 3 × 3 matrix 𝐵𝑗  (or 𝐵) with entries 𝐵𝑗(𝑖, 𝑘) is written as 

𝐵𝑗 = 𝐵 = (
0 0 0
0 𝜆 𝜆
0 0 0

) , (0 ≤ 𝑗 ≤ 𝐿 − 1) 

(c). 𝐶𝑗(𝑖, 𝑘) denotes the transition rate from the state (𝑖, 𝑗) to the state (𝑘, 𝑗 − 1) (1 ≤ 𝑗 ≤ 𝐿; 0 ≤

𝑖, 𝑘 ≤ 2) which is caused by the fact that a customer returning from the orbit is served by the idle 

server, or a client in the orbit is successfully searched. The 3 × 3 matrix 𝐶𝑗  with entries 𝐶𝑗(𝑖, 𝑘) is 

written as. 

The infinitesimal generator matrix Q is given by: 

𝑄 =

(

 
 
 

𝑄0 𝐵0 𝛰 𝛰 𝛰 𝛰
𝐶1 𝑄1 𝐵1 𝛰 𝛰 𝛰
𝛰 𝐶2 𝑄2 ⋱ 𝛰 𝛰
𝛰 𝛰 𝐶3 ⋱ 𝐵𝐿−2 𝛰
𝛰 𝛰 𝛰 ⋱ 𝑄𝐿−1 𝐵𝐿−1
𝛰 𝛰 𝛰 𝛰 𝐶𝐿 𝑄𝐿 )

 
 
 

 

where𝑄𝑗 = 𝐴𝑗 −𝐷
𝐴𝑗 − 𝐷𝐵 − 𝐷𝐶𝑗 , (1 ≤ 𝑗 ≤ 𝐿 − 1), trong đó: 

𝐷𝑇𝑗 = (

∑ 𝑇𝑗(0, 𝑘)
2
𝑘=0 0 0

0 ∑ 𝑇𝑗(1, 𝑘)
2
𝑘=0 0

0 0 ∑ 𝑇𝑗(2, 𝑘)
2
𝑘=0

), (𝑇 = 𝐴, 𝐵, 𝐶). 

Note that: 𝑄0 = 𝐴0 − 𝐷
𝐴0 −𝐷𝐵 và 𝑄𝐿 = 𝐴𝐿 − 𝐷

𝐴𝐿 − 𝐷𝐶𝐿 . 

Let 𝜋𝑗 = (𝜋0,𝑗 , 𝜋1,𝑗 , 𝜋2,𝑗) are the level probability vectors. We obtain the set of balance equations 

as follows: 
 

𝜋0𝑄0 + 𝜋1𝐶1 = (0,0,0) (1) 

 2,0

 0,0

 1,0

 2,1

 0,1

 1,1

 2,2

 0,2

 1,2

...

...

...

 2,L

 0,L

 1,L

   

   

    

   

   




 
L
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𝜋𝑗𝐵𝑗 + 𝜋𝑗+1𝑄𝑗+1 + 𝜋𝑗+2𝐶𝑗+2 = (0,0,0), (0 ≤ 𝑗 ≤ 𝐿 − 2) (2) 

𝜋𝐿−1𝐵𝐿−1 + 𝜋𝐿𝑄𝐿 = (0,0,0) (3) 

 

The values 𝜋𝑗  are computed by solving the set of the equations (1)-(3) by applying the quasi 

birth-death process according to the infinitesimal generator matrix Q [20] and [21]. The analysis 

results are shown after modelling the problem for the multi-server. 
 

2.2.3. The analytical model for the multi-server system 

 

This study proposes an improved model of the single server described above with a limited-size 

orbit multi-server. Thus, the analytical method utilizes the retrial queueing model 𝑀/𝑀/𝑐/
𝐿 (𝑐 > 1, 𝐿 > 1) [27] with the aforementioned parameters in which each of the servers is 

regarded as a single server [1-3, 7]. 

 

Let 𝑆1(𝑡) and 𝑆2(𝑡) denote the number of the servers that are serving a repeated customer or a 

fresh customer and those searching for a customer in the orbit, and 𝑁(𝑡) connotes the number of 

customers in the orbit at the moment 𝑡. It is evident that 𝑋(𝑡) = {𝑆1(𝑡), 𝑆2(𝑡), 𝑁(𝑡); 𝑡 ≥ 0} 

generates the state space 𝒮 = {(𝑖, 𝑗, 𝑘); 𝑖 = 0, 𝑐, 𝑗 = 0, 𝑐 − 𝑖, 𝑘 = 0, 𝐿}. 
 

Thenceforth, the infinitesimal generator matrix 𝑄 is a 3-dimensional matrix as in [7][13] (Figure 

2): 
 

 
 

Figure 2. The infinitesimal generator matrix 𝑄 is a 3-dimensional matrix 

 

The matrices 𝐴𝑘(0 ≤ 𝑘 ≤ 𝐿), 𝐵 and 𝐶𝑘(1 ≤ 𝑘 ≤ 𝐿) are the 
(𝑐+1)(𝑐+2)

2
×
(𝑐+1)(𝑐+2)

2
 matrices. We 

consider the indexes (𝑖, 𝑗, 𝑘) corresponding to state transition steps as follows: 

1) The values 𝑘 (0 ≤ 𝑘 ≤ 𝐿) are retained (the state transition rates from (𝑖, 𝑗, 𝑘) to 
(𝑖′, 𝑗′, 𝑘)). The state transition matrices are 𝐴0, 𝐴k and 𝐴𝐿. It is required to compute (𝑖, 𝑗) within 

the range ((𝑖 + 𝑗) ≤ 𝑐;  𝑖 ≥ 0, 𝑗 ≥ 0)(∗). The number of pairs (𝑖, 𝑗) fulfilling (∗) is 𝐶𝑐+2
2 =

(𝑐+2)(𝑐+1)

2
. Also, it is the size of rows (or columns) of 𝐴0, 𝐴𝑘 and 𝐴𝐿. They contain entries 

following the indices of rows (or columns) as in Table 1. 
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Indexes(𝑖, 0) (0,0) (1,0) (2,0) ⋯ (𝑐 − 1,0) (𝑐, 0) 

Level0 0 1 2  𝑐 − 1 𝑐 

Indexes(𝑖, 1) (0,1) (1,1) (2,1) ⋯ (𝑐 − 1,1)  

Level1 𝑐 + 1 𝑐 + 2 𝑐 + 3  2𝑐  

Indexes(𝑖, 2) (0,2) (1,2) ⋯    

Level2 2𝑐 + 1 2𝑐 + 2     

⋮ ⋮ ⋮     

Indexes 
(𝑖, 𝑐 − 1) 

(0, 𝑐 − 1) (1, 𝑐 − 1)     

Level(𝑐 −
1) 

(𝑐 + 2)(𝑐 + 1)

2
− 3 

(𝑐 + 2)(𝑐 + 1)

2
− 2     

Indexes 
(𝑖, 𝑐) 

(0, 𝑐)      

Level𝑐 
(𝑐 + 2)(𝑐 + 1)

2
− 1      

 

By indexing as mentioned, we compute the general indices (𝑖, 𝑗) corresponding to 
(𝑐+2)(𝑐+1)

2
−

(𝑐+1−𝑗)(𝑐+2−𝑗)

2
+ 𝑖 =

𝑗(2𝑐−𝑗+3)

2
+ 𝑖. 

 The matrix 𝐴0 with its non-zero entries is computed as follows: 

o The state transition rates from (𝑖, 𝑗, 0) to (𝑖, 𝑗 + 1,0), (𝑖 + 𝑗 ≤ 𝑐 − 1) correspond to the 

event that a server restores the searching state. 

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗+1)(2𝑐−𝑗+2)

2
+ 𝑖, 0) = 𝑗𝛼, (𝑖 + 𝑗 ≤ 𝑐 − 1), 

o The state transition rates from (𝑖, 𝑗, 0) to (𝑖, 𝑗 − 1,0), (𝑖 + 𝑗 ≤ 𝑐) correspond to the event 

that a searching server becomes idle. 

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗−1)(2𝑐−𝑗+4)

2
+ 𝑖, 0) = 𝑗𝜈2, (𝑖 + 𝑗 ≤ 𝑐), 

o The state transition rates from (𝑖, 𝑗, 0) to (𝑖 + 1, 𝑗, 0), (𝑖 + 𝑗 ≤ 𝑐 − 1) correspond to the 
event that a server enters the searching state because a fresh customer is immediately served by 

an available server. 

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 0) = 𝜆, (𝑖 + 𝑗 ≤ 𝑐 − 1), 

o The state transition rates from (𝑖, 𝑗, 0) to (𝑖 − 1, 𝑗, 0), (𝑖 + 𝑗 ≤ 𝑐) correspond to the event 

that a server has just serviced a customer. 

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 − 1, 0) = 𝑖𝜈1, (𝑖 + 𝑗 ≤ 𝑐), 

The elements on the main diagonal of matrix 𝐴0 are:  

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 0) = −2𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1, (𝑖 + 𝑗 ≤ 𝑐 − 1), 

𝐴0 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 0) = −𝑗𝜈2 − 𝑖𝜈1, (𝑖 + 𝑗 = 𝑐). 

International Journal of Computer Networks & Communications (IJCNC) Vol.15, No.1, January 2023
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 The matrix 𝐴𝑘(1 ≤ 𝑘 ≤ 𝐿 − 1) and 𝐴𝐿 with their non-zero entries are computed as 
follows: 

o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖, 𝑗 + 1, 𝑘), (𝑖 + 𝑗 ≤ 𝑐 − 1) correspond to the 

event that one more server restores the searching state. 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗+1)(2𝑐−𝑗+2)

2
+ 𝑖, 𝑘) = 𝐴𝐿 (

𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗+1)(2𝑐−𝑗+2)

2
+ 𝑖, 𝐿) = 𝑗𝛼, (𝑖 + 𝑗 ≤

𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿 − 1), 

o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖 + 1, 𝑗, 𝑘), (𝑖 + 𝑗 ≤ 𝑐 − 1) correspond to the 
event that a server has entered the serving state while a fresh customer is immediately served by 

an available server. 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 𝑘) = 𝐴𝐿 (

𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 𝐿) = 𝜆, (𝑖 + 𝑗 ≤

𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿 − 1), 

o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖 − 1, 𝑗, 𝑘), (𝑖 + 𝑗 ≤ 𝑐) correspond to the event 
that a server just finished serving a customer. 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 − 1, 𝑘) = 𝐴𝐿 (

𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 − 1, 𝐿) = 𝑖𝜈1, 

(𝑖 + 𝑗 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝐿 − 1), 
The elements on the main diagonal of the matrices 𝐴𝑘(1 ≤ 𝑘 ≤ 𝐿 − 1) and 𝐴𝐿 are: 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, , 𝑘) = −2𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1 − 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿 −

1), 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝑘) = −𝑗𝜈2 − 𝑖𝜈1, (𝑖 + 𝑗 = 𝑐, 1 ≤ 𝑘 ≤ 𝐿 − 1), 

𝐴𝐿 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝐿) = −𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1 − 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1), 

𝐴𝐿 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝐿) = −𝑗𝜈2 − 𝑖𝜈1, (𝑖 + 𝑗 = 𝑐). 

2) The values 𝑘 (0 ≤ 𝑘 ≤ 𝐿 − 1) increase by one unit (the state transition rates from 
(𝑖, 𝑗, 𝑘) to (𝑖′, 𝑗′, 𝑘 + 1)). The state transition matrices are 𝐵𝑘 (or 𝐵). The size of 𝐵 is the same as 

that of 𝐴0, 𝐴k and 𝐴𝐿. Their non-zero elements are referred hereafter. 
o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖, 𝑗, 𝑘 + 1), (𝑖 + 𝑗 = 𝑐, 0 ≤ 𝑘 ≤ 𝐿 − 1) 
correspond to the event that a fresh customer perceives that all servers are busy, and she is 
transferred to the orbit. 

𝐵 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝑘) = 𝜆, (𝑖 + 𝑗 ≤ 𝑐 − 1,0 ≤ 𝑘 ≤ 𝐿 − 1). 

3) The values 𝑘 (1 ≤ 𝑘 ≤ 𝐿) decrease by one unit (the state transition rates from (𝑖, 𝑗, 𝑘) to 
(𝑖′, 𝑗′, 𝑘 − 1)). The state transition matrices are 𝐶𝑘 . The size of 𝐶 is the same as that of 𝐴0, 𝐴k, 𝐴𝐿 

and 𝐵. Their non-zero elements are as follows: 

o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖 + 1, 𝑗, 𝑘 − 1), (𝑖 + 𝑗 ≤ 𝑐 − 1, 1 ≤ 𝑘 ≤ 𝐿) 
correspond to the event that a repeated customer returns to be immediately served by an available 

server. 

𝐶𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 𝑘) = 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿) 

o The state transition rates from (𝑖, 𝑗, 𝑘) to (𝑖 + 1, 𝑗 − 1, 𝑘 − 1), (𝑖 + 𝑗 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝐿) 
correspond to the event that a customer in the orbit is successfully served by the searching server. 

𝐶𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗−1)(2𝑐−𝑗+4)

2
+ 𝑖 + 1, 𝑘) = 𝑗𝜈2, (𝑖 + 𝑗 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝐿). 

Let𝜋𝑖,𝑗,𝑘 = lim
𝑡→∞

𝑃[𝑆1(𝑡) = 𝑖, 𝑆2(𝑡) = 𝑗]where(𝑖, 𝑗, 𝑘) ∈ 𝒱𝑘  (𝒱𝑘 = {(𝑖, 𝑗, 𝑘); 𝑖 = 0, 𝑐, 𝑗 =

0, 𝑐 − 𝑖, 𝑘 = 0, 𝐿})and𝜋𝑖
𝑘 = (𝜋𝑖,0,𝑘 , 𝜋𝑖,1,𝑘 , … , 𝜋𝑖,𝑐−𝑖,𝑘), (𝑖 = 0, 𝑐, 𝑘 = 0, 𝐿). Let𝜋𝑘 =

(𝜋0
𝑘 , 𝜋1

𝑘 , … , 𝜋𝑐
𝑘), (𝑘 = 0, 𝐿)denotes the stationary distributions of 𝐶(𝑡) (𝐶(𝑡) = {𝑆1(𝑡), 𝑆2(𝑡); 𝑡 ≥

0}), (𝑡 ≥ 0), which is the unique solution of the set of equations: 
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𝜋0𝐴0 + 𝜋
1𝐵 = (0,0, … ,0)⏟      

(𝑐+1)×(𝑐+2)

2

 
(4) 

𝜋𝑘−1𝐶𝑘 + 𝜋
𝑘𝐴𝑘 + 𝜋

𝑘+1𝐵 = (0,0, … ,0)⏟      
(𝑐+1)×(𝑐+2)

2

, (1 ≤ 𝑘 ≤ 𝐿 − 1) 
(5) 

𝜋𝐿−1𝐶𝐿 + 𝜋
𝐿𝐴𝐿 = (0,0, … ,0)⏟      

(𝑐+1)×(𝑐+2)

2

 
(6) 

∑∑∑𝜋𝑖,𝑗,𝑘

𝐿

𝑘=0

𝑐−𝑖

𝑗=0

𝑐

𝑖=0

= 1 (7) 

The blocking probability is determined as follows: 

𝑃𝐵 =∑𝜋𝑖,𝑐−𝑖,𝐿

𝑐

𝑖=0

 (8) 

 

From the analyses above, we propose an algorithm for computing the blocking probability as 

follows: 

Algorithm 1: 

Input: The state space 𝑆. 

Output: The probability 𝑃𝐵 (from equation (8)). 

Method: 
Step 1: Compute 𝑄 
- Step 1.1: Formulate the state transition matrices 𝐴𝑘(0 ≤ 𝑘 ≤ 𝐿), 𝐵 and 𝐶𝑘(1 ≤ 𝑘 ≤ 𝐿) as 

follows: 
 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗+1)(2𝑐−𝑗+2)

2
+ 𝑖, 𝑘) = 𝑗𝛼, (𝑖 + 𝑗 ≤ 𝑐 − 1,0 ≤ 𝑘 ≤ 𝐿), (9) 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗−1)(2𝑐−𝑗+4)

2
+ 𝑖, 0) = 𝑗𝜈2, (𝑖 + 𝑗 ≤ 𝑐), (10) 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 𝑘) = 𝜆, (𝑖 + 𝑗 ≤ 𝑐 − 1,0 ≤ 𝑘 ≤ 𝐿), (11) 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 − 1, 𝑘) = 𝑖𝜈1, (𝑖 + 𝑗 ≤ 𝑐, 0 ≤ 𝑘 ≤ 𝐿), (12) 

𝐵 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝑘) = 𝜆, (𝑖 + 𝑗 ≤ 𝑐 − 1,0 ≤ 𝑘 ≤ 𝐿 − 1), (13) 

𝐶𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖 + 1, 𝑘) = 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿), (14) 

𝐶𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

(𝑗−1)(2𝑐−𝑗+4)

2
+ 𝑖 + 1, 𝑘) = 𝑗𝜈2, (𝑖 + 𝑗 ≤ 𝑐, 1 ≤ 𝑘 ≤ 𝐿). (15) 

- Step 1.2: Generate the entries on the main diagonal of the infinitesimal generator matrix Q: 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝑘) =

[

−2𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1, (𝑖 + 𝑗 ≤ 𝑐 − 1, 𝑘 = 0)

−2𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1 − 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1,1 ≤ 𝑘 ≤ 𝐿 − 1)

−𝜆 − 𝑗𝛼 − 𝑗𝜈2 − 𝑖𝜈1 − 𝑘𝜇, (𝑖 + 𝑗 ≤ 𝑐 − 1, 𝑘 = 𝐿)
, (16) 

𝐴𝑘 (
𝑗(2𝑐−𝑗+3)

2
+ 𝑖,

𝑗(2𝑐−𝑗+3)

2
+ 𝑖, 𝑘) = −𝑗𝜈2 − 𝑖𝜈1 , (𝑖 + 𝑗 = 𝑐, 0 ≤ 𝑘 ≤ 𝐿). (17) 

Step 2: Transform the 3D matrix 𝑄 to the 2D matrix by adding the 𝑘(0 ≤ 𝑘 ≤ 𝐿) layers of 𝑄 to 

the matrix 
(𝑐+1)×(𝑐+2)×𝐿

4
×
(𝑐+1)×(𝑐+2)×𝐿

4
𝑄′ with its entries: 

𝑄′(𝑖, 𝑗) = ∑ 𝑄(𝑖, 𝑗, 𝑘)𝐿
𝑘=0 , (0 ≤ 𝑖 ≤

(𝑐+1)(𝑐+2)

2
− 1,0 ≤ 𝑗 ≤

(𝑐+1)(𝑐+2)

2
− 1). 
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Step 3: Compute the vector 𝑣 
 

From the normalization equation (7), it is easily deduced that 𝑣𝐸 = 𝑒, where 𝑣 =

(𝜋0, 𝜋1, 𝜋2, … , 𝜋𝐿), the matrix 
(𝑐+1)×(𝑐+2)×𝐿

4
×
(𝑐+1)×(𝑐+2)×𝐿

4
𝐸 with all entries equal to 1 and the 

row vector 𝑒 (same size as 𝑣) with all elements being 1. 

We have 𝑣𝑄′ + 𝑣𝐸 = 𝑣(𝑄′ + 𝐸) = 0 + 𝑒. 

Therefore, 𝑣 = 𝑒(𝑄′ + 𝐸)−1. 

Step 4: Determine the blocking probability 𝑃𝐵 according toequation (8).  
The complexity of the Algorithm 1is demonstrated as: 

- The complexity of formulating the state transition matrices in Step 1.1 is 𝑂(𝑐2𝐿). The 

complexity of generating the entries on the main diagonal of the infinitesimal generator matrix Q 

in step 1.2 is 𝑂(𝑐2𝐿2). The algorithmic complexity in step 1 is 𝑂(𝑐4𝐿3). 
- The complexity in Step 2 is 𝑂(𝑐2𝐿). 
- In Step 3, it is 𝑂(𝑐6𝐿3) to calculating the inverse matrix (𝑄′ + 𝐸)−1, and 𝑂(𝑐6𝐿3) is for 

the matrix product 𝑒(𝑄′ + 𝐸)−1. Hence, the complexity in step 3 is 𝑂(𝑐12𝐿6). 
- The complexity in step 4 is 𝑂(𝑐) 
=> As a result, the time complexity of the algorithms 1 calculated with the rules of the addition is 

𝑂(𝑐12𝐿6). 
 

2.2.4. Model illustration:  

 

Consider the case where 𝑐 = 2 and𝐿 = 2.  

The state transition diagram for a multiserver is illustrated in Figure 2. 
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Figure 3. The state transition diagram for a multi-server where 𝑐 = 2 and 𝐿 = 2. 
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From the diagram in Figure 3, we deduce the submatrices of the matrix 𝑸 as follows: 

When c = 2 and L = 2, the size of the matrices Ak(0 ≤ k ≤ 2), B and Ck(1 ≤ k ≤ 2) is 6 × 6. It 

implies that the size of the matrix 𝑄 is 18 × 18 × 3. 

𝐴0 =

(

 
 
 

−2𝜆 𝜆 0 0 0 0
𝜈1 −2𝜆 − 𝜈1 𝜆 0 0 0
0 2𝜈1 −2𝜈1 0 0 0
𝜈2 0 0 −2𝜆 − 𝛼 − 𝜈2 𝜆 𝛼
0 𝜈2 0 𝜈1 −𝜈1 − 𝜈2 0
0 0 0 2𝜈2 0 −2𝜈2)

 
 
 

, 

𝐴1 =

(

 
 
 

−2𝜆 − 𝜇 𝜆 0 0 0 0
𝜈1 −2𝜆 − 𝜈1 − 𝜇 𝜆 0 0 0
0 2𝜈1 −2𝜈1 0 0 0
0 0 0 −2𝜆 − 𝛼 − 𝜈2 − 𝜇 𝜆 𝛼
0 0 0 𝜈1 −𝜈2 − 𝜈1 0
0 0 0 0 0 −2𝜈2)

 
 
 

, 

𝐴2 =

(

 
 
 

−𝜆 − 2𝜇 𝜆 0 0 0 0
𝜈1 −𝜆 − 𝜈1 − 2𝜇 𝜆 0 0 0
0 2𝜈1 −2𝜈1 0 0 0
0 0 0 −𝜆 − 𝛼 − 𝜈2 − 2𝜇 𝜆 𝛼
0 0 0 𝜈1 −𝜈2 − 𝜈1 0
0 0 0 0 0 −2𝜈2)

 
 
 

, 

𝐵 =

(

 
 
 

𝜆 0 0 0 0 0
0 𝜆 0 0 0 0
0 0 0 0 0 0
0 0 0 𝜆 0 0
0 0 0 0 0 0
0 0 0 0 0 0)

 
 
 

 

𝑪𝟏 =

(

 
 
 

𝟎 𝝁 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝝁 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝝂𝟐 𝟎 𝟎 𝝁 𝟎
𝟎 𝟎 𝝂𝟐 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟐𝝂𝟐 𝟎)

 
 
 

, 𝑪𝟐 =

(

 
 
 

𝟎 𝟐𝝁 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟐𝝁 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝝂𝟐 𝟎 𝟎 𝟐𝝁 𝟎
𝟎 𝟎 𝝂𝟐 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟐𝝂𝟐 𝟎)

 
 
 

. 

 

3. RESULTS 
 
The efficiency of performance as the change of the parameters of the system is firstly considered 

with the fresh and handover calls. When the blocks occur, the fresh calls reattempt to connect in 

the intervals of the stochastic distribution. We assume the base station of the cell that can process 

𝑐 connections simultaneously. Table 2 enumerates the parameters to analyze the results[13]. The 

Mathematica program of Wolfram Research [28] is a powerful tool to compute and simulate 

network models and is utilized in our model. 
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Table 2.The parameters of the model. 

 
Parameter Value Unit Description 

𝑐 [5,22] server The number of servers 

𝐿 [5,20] customer The capacity of the orbit 
1

𝜆
 [0.1,0.9] second The interarrival time of the customers 

1

𝛼
 5 second The idle time of server 

1

𝜇
 

10

3
 second The retrial time 

1

𝜈1
 

10

3
 second The service time 

1

𝜈2
 2 second The searching time 

 

We simulate the model with the following parameters: 𝑐 = 5, 𝜆 =
2

5
 and 𝐿 from 5 to 20. Thus, 

we came to the blocking probabilities (𝑃𝐵) presented in Figure 4. The higher 𝐿 is, the lower the 

blocking probabilities can be reached, which is caused by the increase of the orbit capacity. 

 

 
 

Figure 4.  The blocking probabilities 𝑃𝐵 following 𝐿. 

 

Figure 5 presents the effects when 𝐿 = 5, 𝜆 =
2

5
, 𝑐 ranges from 5 to 22. As a consequence, the 

higher 𝑐 is, the slighter the blocking probabilities are obtained, which is appropriate for the initial 

assumptions because the possibility for the number of the available servers augments. 
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Figure 5.  The blocking probabilities 𝑃𝐵 following 𝑐. 

 

 
 

Figure 6.  The blocking probabilities 𝑃𝐵 following 𝜆. 

 

Furthermore, to confirm the correctness of the model, we consider the case where 𝜆 fluctuates as 

presented in Table 1: 𝑐 = 5 and 𝑐 = 1 and the others are default parameters. In comparison with 

𝑐 = 1, the instance 𝑐 = 5 provides superior results, and the consequences of 𝑐 = 1 proximate 

those of 𝑐 = 5 when 𝜆 augments (Figure 6). 
 

4. CONCLUSIONS 
 

The paper proposes a retrial queueing model for the single and multi-server systems in cloud 
computing. The results reveal that the effect of the model for the multiserver system, which 

reduces the blocking probabilities with the steady average flow of customers in the orbit, depends 

on the arrival rate 𝜆. The model in this article is characterized by the queueing 𝑀/𝑀/𝑐/𝐿 with 

the number of the serving and searching servers. The advantage of the multi-server model is that 
the blocking probabilities are fairly low compared to the single-server model. The article also 

proposes an algorithm for computing the blocking probability of the system based on the 
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construction of the 3-dimension infinitesimal generator matrix Q to compute steady-state 
probabilities corresponding to the quasi birth-death process of the proposed model.  
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