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ABSTRACT 
 
Malware is one of the threats to security of computer networks and information systems. Since malware 

instances are available sufficiently, there is increased interest among researchers on usage of Artificial 

Intelligence (AI). Of late AI-enabled methods such as machine learning (ML) and deep learning paved way 

for solving many real-world problems. As it is a learning-based approach, accumulated training samples 

help in improving thequality of training and thus leveraging malware detection accuracy. Existing deep 

learning methods are focusing on learning-based malware detection systems. However, there is need for 

improving the state of the art through ensemble approach. Towards this end, in this paper we proposed a 

framework known as Deep Ensemble Framework (DEF) for automatic malware detection. The framework 

obtains features from training samples. From given malware instance a grayscale image is generated. 

There is another process to extract the opcode sequences. Convolutional Neural Network (CNN) and Long 
Short Term Memory (LSTM) techniques are used to obtain grayscale image and opcode sequence 

respectively. Afterwards, a stacking ensemble is employed in order to achieve efficient malware detection 

and classification. Malware samples collected from the Internet sources and Microsoft are used for the 

empirical study. An algorithm known as Ensemble Learning for Automatic Malware Detection (EL-AML) 

is proposed to realize our framework. Another algorithm named Pre-Process is proposed to assist the EL-

AML algorithm for obtaining intermediate features required by CNN and LSTM. Empirical study reveals 

that our framework outperforms many existing methods in terms of speed-up and accuracy.  

 

KEYWORDS 
 
Malware Detection, Artificial Intelligence, Machine Learning, Deep Learning, Ensemble Learning  

 

1. INTRODUCTION  
 

Malware detection is very important in case of mobile applications. Since people of all walks of 
life are using smart phones, the applications in such mobiles need to be protected from malware. 

As Android mobiles are widely used, it is indispensable to have mechanisms to prevent malware 

spreading in Android platform [1]. Of late Artificial Intelligence (AI) has changed the way 

solutions are made to the real-world problems. With the emergence of ML and deep learning 
models, it became easier to learn existing problems and provide solutions in a more scalable and 

optimized fashion. There are many ML approaches that are widely used for malware detection 

research. Since it supports supervised learning phenomena, learning based approach is found 
suitable to have a suitable solution. The rationale behind the wide usage of AI is that, the 

technology is capable of learning from historical data to gain knowledge and make appropriate 

decisions. There are many existing approaches that are based on AI for malware detection in the 
Android platform. 

 

Different ML models are explored in [1] and [2] towards the malware detection process. There 

are some approaches that combine linear and non-linear models as explored in [3]. There are 
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other hybrid approaches that not only use ML approaches but also other methods in order to 
improve the prediction performance. Such methods are explored in [18], [19] and [20]. By 

combining models, there is evidence of the improved learning process thus leading to better 

performance. There are many deep learning based models [6], [10], [13], [14] and [15] found in 

the literature. Alzaylaeea et al. [6] proposed a malware detection method named DL-Droid which 
examines real devices in order to ensure secure mobile apps. It has dynamic analysis and also 

deep learning classifiers in order to identify malware. Zhang et al. [10] proposed a framework 

known as TC-Droid towards automatic detection of malware. It coverts apps into text sequences 
and feeds the same to CNN for feature extraction. It has automated feature engineering and 

detection of malware. Pektas and Acarman [13] explored malware detection process using API 

function calls represented in the form of graph embeddings. Singh et al. [14] used DREBIN 
dataset for malware detection research. They used an enhanced CNN model for extraction of 

features and classification of malware. Kalash et al. [15] exploited a CNN-based architecture 

along with tuning of parameters in order to detect malware samples more accurately. From the 

literature, it is ascertained that deep learning models are very efficient for malware detection. 
Existing models such as CNN and LSTM are widely used in the research of malware detection. 

However, there is need for ensemble approach towards more efficient detection of malware. 

Towards this end, in this research our contributions in this paper are as follows. 
 

1. We proposed a framework known as Deep Ensemble Framework (DEF) for automatic 

malware detection.  
2. Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) techniques 

are used to obtain grayscale image and the opcode sequence respectively.  

3. An algorithm known as Ensemble Learning for Automatic Malware Detection (EL-AML) is 

proposed to realize our framework.  
4. Another algorithm named Pre-Process is proposed to assist the EL-AML algorithm for 

obtaining intermediate features required by CNN and LSTM. 

 
The remainder of the paper is structured as follows. Section 2 reviews existing deep learning 

methods for automatic detection of malware. Section 3 presents our proposed ensemble-based 

framework along with an algorithm. Section 4 presents results of experiments while Section 5 

concludes the paper and gives scope for the future research.  
 

2. RELATED WORK 

 

This section reviews the literature on recent research dynamics on malware detection. Liu et al. 
[1] review different methods of malware detection using machine learning techniques. It throws 

light on Android malware detection. Pan et al. [2] explored different static analysis methods for 

Android malware detection. This kind of analysis enables users to verify malware issues before 

installing an Android app. Static analysis can be done with neural network based analysis for 
better results. In the future, they intend to improve the static analysis method with certain 

guidelines. Damaševicius et al. [3] proposed combined ML models and neural networks to form 

an ensemble model for malware detection. In the process, they used linear and non-linear models 
in order to improve the detection procedure. In the future, they intend to improve their method 

with multiple malware datasets besides enhancing the learning architecture. Azeez et al. [4] also 

explored ensemble method for malware detection. Their ensemble model could exploit multiple 
ML models to improve performance. Kareem and Ali [5] proposed an approach based on CNN 

model with consideration on architectural optimization. It could verify permissions and API calls 

that are vulnerable. Alzaylaeea et al. [6] proposed malware detection method named DL-Droid 

which examines real devices in order to ensure secure mobile apps. It has dynamic analysis and 
also deep learning classifiers in order to identify malware. In the future, they intend to improve it 

with self-adaptation to meet runtime requirements without modifications. 
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Mahindru and Sangal [7] proposed a framework based on ML models. It is named as MLDroid 
which is designed to work with Android platform for malware detection. It has dynamic analysis 

models in order to detect malware samples. They evaluated it with 30 kinds of Android apps. Ma 

et al. [8] used ML algorithms and control flow graphs to realize an Android malware detection 

method. It is a hybrid method used based on supervised learning which includes training a 
classifier and detection of malware. In the future, they intend to improve it by locating the 

position of malware in source code and identification of malware families. Taheri et al. [9] 

proposed a method based on similarity-based phenomenon for malware detection. It combines 
two things like static binary features and hamming distance.  Then it makes use of deep learning 

models for discrimination between malware and benign flows. Zhang et al. [10] proposed a 

framework known as TC-Droid towards automatic detection of malware. It coverts apps into text 
sequences and feeds the same to CNN for feature extraction. It has automated feature engineering 

and detection of malware. In future, they intend to improve it by combing static and dynamic 

features. Wang and Li [11] considered kernel task structures for machine learning towards 

malware detection. They used multiple dimensions of features in order to have a weight based 
approach for detection. In the future, they intend to improve it to explain parallel programming to 

achieve faster convergence. 

 
Cai et al. [12] proposed a methodology where function calls are captured and represented in the 

form of enhanced graphs for deep learning based malware detection. Their methodology exploits 

CNN variant for learning features and discrimination. Pektas and Acarman [13] explored 
malware detection process using API function calls represented in the form of graph embeddings. 

Then the embeddings are transformed into feature sets that contain less number of dimensions for 

improving accuracy and speed in malware detection. Singh et al. [14] used DREBIN dataset for 

malware detection research. They used an enhanced CNN model for extraction of features and 
classification of malware. They also experimented the CNN along with traditional classifiers like 

SVM. They desired to improve their method with both static and dynamic analysis. Kalash et al. 

[15] exploited a CNN based architecture along with tuning of parameters in order to detect 
malware samples more accurately. Their modified CNN could perform better than its 

predecessors. The work of Frenklach et al. [16] for malware detection is based on app similarity 

graph. Since apps can have similarities, usage of similar apps and analysing could pave way for 

malware detection. Their method includes pre-processing and classification based on Random 
Forest based hybrid classifier. C ai et al. [17] built a framework known as JOWMDroid for the 

malware detection. It is based on weight-mapping and joint optimization procedures. It has 

feature extraction and joint optimization of feature learning process. In the future, they intend to 
improve it by considering feature correlations. A framework known as KronoDroid is proposed 

by Guerra-Manzanares et al. [18] for malware detection and characterization. It is based on 

hybrid features and temporal dimensions. They intend to introduce concept drift in their 
framework for to evaluate malware emergence over time. Surendrana et al. [19] explored the 

tree-augmented Naïve Bayes model in order to realize a hybrid model for malware detection. It 

has combination of static analysis and dynamic analysis. In future then tend to construct 

improved Bayesian models to leverage detection process. Zhang et al. [20] incorporated natural 
language processing (NLP) to realize a hybrid approach that is sequence-based. It combines both 

bi-LSTM and CNN models in order to have better understanding of features and improve 

classification accuracy. In the future, they intend to combine dynamic feature extraction and 
native compiled libraries. Sumalatha and Mahalakshmi [22] explored malware detection using 

stacking ensemble approach. Ahmed et al. [23] investigated on methods for detecting 

ransomware and proposed a methodology with strong pre-processing and dimensionality 
reduction. From the literature, it is observed that there are many ML approaches for Android 

malware detection. However, deep learning-based ensemble approach is still desired to improve 

prediction performance. 
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3. PROPOSED SYSTEM 
 
We proposed an ensemble methodology based on deep learning techniques like LSTM and CNN. 

It is illustrated in Figure 1. The architecture is designed to support the binary classification of 

malware besides its detection. The proposed method is designed to exploit two deep learning 

models such as LSTM and CNN to realize a stacking ensemble for better performance in the 
detection of malware samples.  

 

 
 

Figure 1: Proposed framework known as Deep Ensemble Framework (DEF) 

 
The malware detection process has two important phases. In the first phase, the given Android 

malware sample is subjected to the generation of grayscale image from the given sample and pre-

process of the data, extraction of the opcode and perform pre-processing and extracting the 

features from meta-data. The output of this phase is represented in such a way that it can be 
processed by CNN and LSTM models with ease. In the second phase, actual process pertaining to 

malware detection takes place. The deep learning models learn from given inputs and gain 

knowledge required forthe discrimination. Instead of using the knowledge of CNN and LSTM 
independently, we exploit a stacking ensemble of the two knowledge models to have an 

integrated approach for detection of malware. From given raw data, out framework has provision 

for learning from three types of features such as file structure features, code patterns and 
metadata features.  

 

 
 

Figure 2: Process of grayscale image generation 

 

As presented in Figure 3, there are two approaches in which a malware sample is transformed 

into the corresponding grayscale image. In both approaches the malware raw data is subjected to 

transformation. In the former case, it is subjected to 8-bit segmentation and each grayscale pixel 
represents 8 bits prior to final generation of grayscale image. In the latter approach, before 

generation of 8-bit segments there is transformation of mal ware sample into .asm format.  
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Table 1: Notations used in this paper 

 
Notation Description 

𝑥𝑗 . 𝑦 corresponding labels 

𝛿 Threshold 

𝑦 = 1 | 𝑥𝑗) LSTM’s output 

                                    M Hyperparameter 

𝑤𝑖 the weight of subsequence discrimination 

𝛼𝑖𝑗  Each sample length 

𝑙𝑖 the total length of the sequence of category 

𝑑𝑖 the step length 

𝛾 upper limit on the number of samples 

𝜃 parameter 

 

In either case, the final outcome is a grayscale image that is subjected to further analysis. After 
the generation of intermediate results in first phase, LSTM and CNN are applied on those results. 

CNN performs its feature extraction on the grayscale image. In the same fashion, LSTM operates 

on the opcode sequences for selection of sub sequences and classification of the same. In order to 
perform the selection of sub sequences, maximum likelihood probability is computed as in Eq. 1. 

 

𝛿 ≥ max{𝑃(𝑦 = 1 | 𝑥𝑗) , 1 − 𝑃(𝑦 = 1 | 𝑥𝑗)}         (1) 

 

After making selection of sub sequences, LSTM classifies them and then performs fusion of the 
same. For the purpose of the fusion, majority voting approach is used as expressed in Eq. 2.  

 

𝐻(𝑥) =  𝐶𝑎𝑟𝑔𝑚𝑎𝑥𝑗
∑ 𝑤𝑖ℎ𝑗

𝑖𝑇
𝑖=1 (𝑥)                   (2) 

 

For further processing in LSTM there is need for computing length of sequence as expressed in 

Eq. 3.  
 

𝑙𝑒𝑛(𝑙𝑖) = ∑ 𝛼𝑖𝑗
𝛽𝑖
𝑗=0          (3) 

 

There is also need for computing sliding window as in Eq. 4. 

  

𝑑𝑖  =  
∑ 𝛼𝑖𝑗𝜏

𝛽𝑖
𝑗=0

𝛾
, 1 ≤ 𝑑𝑖 ≤ 𝜏   (4) 

 

With respect to sequence length there is need for expanding 𝛾 value which is done as expressed 
in Eq. 5. 

 

𝛾 ≤ ∑ 𝛼𝑖𝑗
𝛽𝑖
𝑗=0 − 𝜏     (5) 

 

The proposed architecture makes use of CNN and LSTM as first level learners while logistic 
regression is used for next level of learning and whose objective function is computed as in Eq. 6.  

 

𝑃𝜃(𝑥) =  
1

1 +𝑒𝑥𝑝(−𝜃𝑇𝑥)
    (6) 
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In order to train the regression model SGD is employed in the proposed framework. Two 
algorithms are proposed to realize the proposed framework for stacking ensemble. All notations 

used in this paper are provided in Table 1.  

 
Algorithm 1: Pre-Processing 

 
Algorithm: Pre-Processing  

Input: Malware samples S 

Output: Intermediary result map M 

1. Begin 

2. For each sample s in S 

3. imgGenerateGrayScale(s) 

4. opcodeGenerateOpcodeSequence(s) 

5.    featuresExtractMetaDataFeatures(s) 

6.    Add s and (img, opcode, features) to M 

7. End For 

8. Return M 
9. End 

 

As presented in Algorithm 1, it performs phase 1 processing of the proposed framework. It takes 

given malware samples and performs an iterative process to acquire a grayscale image, opcode 
sequence and metadata features. These intermediary outcomes are populated in a map object. 

This map object contains all inputs required by CNN and LSTM. The second algorithm is known 

as Ensemble Learning for Automatic Malware Detection (EL-AML) which invokes Pre-Process 
algorithm to complete phase 1 of the framework and reuses its outcome for further processing in 

phase 2. 

 
Algorithm 2: Ensemble Learning for Automatic Malware Detection (EL-AML) 

 
Algorithm: Ensemble Learning for Automatic Malware Detection (EL-AML) 

Inputs: Malware dataset D 

Output: Detection results R 

1. Begin 

2. Initialize intermediary results map M 

3. MPre-Process(D) 

4. For each entry m in M 

5. featuresByCNNApplyCNN(m.img) 

6. featuresByLSTMApplyLSTM(m.opcode) 

7. knowledgeStackingEnsemble(featuresByCNN, featuresByLSTM, m.features) 

8.    resultClassification(knowledge) 

9. Add m.s and result to R 
10. End For 

11. Display R 

12. End 

 

As presented in Algorithm 2, it takes malware dataset D as input and invokes the Pre-Process 
algorithm to achieve extraction of different features required by CNN, LSTM and the stacking 

ensemble. Here M is the map which holds the intermediate results for each sample. Then there is 

an iterative process to apply CNN on grayscale image, LSTM on opcode and make an ensemble 

of these two outcomes long with metadata features of each sample. Thus for each sample 
classification is carried out through the knowledge gained by stacking ensemble. Eventually 

results of the classification of each sample is added to R and displayed.  
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4. EXPERIMENTAL RESULTS 
 
Experiments are made with malware dataset collected from [21]. Different existing models are 

compared with the results of the proposed ensemble model.  

 
Table 2: Performance comparison of different malware detection models 

 

Models Accuracy(%) AUC TPR(%) FPR(%) 

N-gram 88.5495 93.708 84.759 0.1 

LSTM 94.1735 94.9905 93.7555 0.08 

CNN 93.233 94.8955 92.074 0.07 

Proposed 98.8812 98.9901 98.1486 0.05 

 

As presented in Table 2, the performance of the proposed ensemble model is compared against 
three existing models. 

 

 
 

Figure 3: Performance of the N-gram model for malware detection 

 
As presented in Figure 3, N-gram model performance for malware detection is provided. It has 

88.54% accuracy, 93.70% AUC, 84.75% TPR and 0.1% FPR.  

 

 
 

Figure 4: Performance of LSTM model for malware detection 
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As presented in Figure 4, LSTM model performance for malware detection is provided. It has 
94.17%% accuracy, 94.99% AUC, 93.75% TPR and 0.08% FPR. 

 

 
 

Figure 5: Performance of CNN model for malware detection 

 

As presented in Figure 5, CNN model performance for malware detection is provided. It has 

93.23%% accuracy, 94.89% AUC, 92.07% TPR and 0.07% FPR.  
 

 
 

Figure 6: Performance of CNN model for malware detection 

 

As presented in Figure 6, the proposed model performance for malware detection is provided. It 

has 98.88%% accuracy, 98.99% AUC, 98.14% TPR and 0.05% FPR.  
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Figure 7: Performance comparison of malware detection models 

 

As presented in Figure 7, our proposed ensemble model is compared against CNN, LSTM and N-

gram models. It is observed from the empirical study that the proposed model outperforms 
existing ones. Each model has shown different level of performance due to their internal 

architecture and functionality. The least accuracy is exhibited by the N-gram model with 88.54%. 

The accuracy of LSTM is 94.17% and CNN is 93.23% while the proposed model exhibited 
higher accuracy with 98.88%.  

 

5. CONCLUSION AND FUTURE WORK 
 

In this paper, we proposed a framework known as Deep Ensemble Framework (DEF) for 
automatic malware detection. The framework obtains features from training samples. From the 

given malware instance a grayscale image is generated. There is another process to extract 

opcode sequences. Convolutional Neural Network (CNN) and Long Short Term Memory 
(LSTM) techniques are used to obtain grayscale image and opcode sequence respectively. 

Afterwards, a stacking ensemble is employed in order to achieve efficient malware detection and 

classification. Malware samples collected from Internet sources and Microsoft are used for 
empirical study. An algorithm known as Ensemble Learning for Automatic Malware Detection 

(EL-AML) is proposed to realize our framework. Another algorithm named Pre-Process is 

proposed to assist the EL-AML algorithm for obtaining intermediate features required by CNN 

and LSTM. Empirical study reveals that our framework outperforms many existing methods in 
terms of speed-up and accuracy. The proposed method achieved 98.88% accuracy besides 

considerable speed-up in the malware detection process. In the future, we intend to explore 

Generative Adversarial Network (GAN) architecture for further improvement in malware 
detection performance.  
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