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ABSTRACT 
 
The Internet of Things (IoT) facilitates real-time connectivity of objects, allowing for access from anywhere 

at any time. For IoT Low-Power and Lossy Networks (LLNs), the Routing Protocol for Low-Power and 

Lossy Networks (RPL) has been introduced. In RPL-based topologies, the rank of nodes reflects their 

positions within the network, calculated by adding the rank of a node's preferred parent to the link metric 

between them. However, due to inaccuracies in assigning link metric values to neighboring nodes, frequent 

changes in preferred parent selection occur, resulting in significant control overhead, increased energy 

consumption, higher latency, and degraded Packet Delivery Ratio (PDR). This paper presents an optimized 
path selection method that ensures the most stable and optimal choice of preferred parents for nodes. 

Using the Cooja simulator under various network densities, the proposed approach demonstrates a 73% 

reduction in preferred parent changes, a 49% decrease in control overhead, and a 50% reduction in total 

energy consumption. Additionally, it improves PDR by 46% and reduces latency by 2.81 seconds. 
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1. INTRODUCTION 
 

IoT technologies have become ubiquitous in all facets of our everyday life, driving a 

revolutionary technological change in our society in recent years. An enormous change has 
occurred with the introduction of IoT networks, which have produced self-automated settings 

designed to make process data interchange easy. This has been crucial in making use of internet 

capabilities. Wireless Sensor Networks (WSNs) play a crucial role in IoT by handling data 

collection from various smart emerging applications such as smart cities [1] to smart healthcare 
systems [2], smart vehicular networks [3-4], smart farms and smart agriculture practices [5-6], 

and various other smart industrial applications [6-8], have revolutionized efficiency and services 

by enabling real-time data collection and transmission. This technological evolution owes much 
to the emergence of small-sized smart devices, known as smart sensors, designed to monitor 

specific environments and gather pertinent data [9]. Simultaneously, cloud computing platforms 

has provided substantial processing capacity as well as a reliable storing place, enabling the 
storage of vast data volumes for subsequent processing and decision-making [10-11]. 
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IoT applications, comprising multiple components, present substantial challenges in terms of 

resource optimization, given the constraints of energy, routing, and memory. The ROLL working 
group has addressed the demand for routing protocols in IoT development by creating RPL, a 

commonly used routing protocol. RPL employs two objective functions, which are not algorithms 

but rather optimized paths based on metrics. OF0 employs hop count as the metric, while 

MRHOF uses ETX as a core metric. 
 

Over the past decade, research and IoT application development in WSNs have increasingly 

focused on IPv6 routing for low energy consumption and minimized packet loss rates. This effort 
aligns with the specific requirements of low energy consumption and Quality of Service (QoS) in 

IPv6 routing for Low-power Wireless Personal Area Network (6LowPAN) [12]. This approach 

integrates the IEEE 802.15.4 standard and is known as the Routing Protocol for Low-Power and 

Lossy Networks (RPL). RPL serves as the standard routing protocol for IPv6-based Low-Power 
and Lossy Networks (LLNs), such as WSNs. It is presented by the ROLL working group and 

operates at the IEEE 802.15.4 Physical and Data Link layers in a dynamic and extensible routing 

manner, computing path distances using distance-vector routing. In contemporary LLNs, there is 
a pressing need for rapid access to diverse information from the Internet and sensor devices, 

connecting the physical world with networked information. However, several areas of 

improvement remain the focus of ongoing research. Due to the inherent constraints of 
components in this network, routing in LLNs is a challenging task. Standardization groups and 

researchers worldwide are dedicated to designing high-quality routing protocols for IPv6-based 

LLNs. RPL, while flexible, employs a routing metric that may not fully address link reliability. 

[13] Compared to other networks, IoT devices are intelligent but still require substantial 
enhancements in routing protocols. Specifically, in the context of the RPL protocol, optimizing 

constrained resources is a significant challenge. This optimization encompasses route formation, 

energy efficiency, enhanced transmission speed, node interconnection, and addressing bottleneck 
issues. The need to address lossy and unstable links that result in lower data rates in WSNs 

underscores the potential for advancing the RPL protocol to the next level. There is considerable 

scope for optimizing constrained resources within RPL [14]. 
 

The default OF in RPL Contiki is called MRHOF, which determines a node's rank mostly on the 

quality of its path from a given node to the sink node. The neighbor with the lowest route metric 

is chosen to be the preferred parent, and the choice of preferred parent is based on which neighbor 
node has the best path metric. The rank value that a neighbor node advertises and the link metric 

value that is connected to it determine the path metric value of that neighbor node. The best path 

metric value, as determined by calculating it through all of the candidates, is used to determine 
which parent is selected. The possible rank value that the child node may receive if the candidate 

parent is chosen is given by the route metric across a particular node. As a result, a key factor in 

determining the rank is the rank growth, or link metric. RPL-Contiki uses 512 as the starting 

value for each new neighbor, this particular static value engenders an instability and continuous 
selection of the preferred parents, that leads to a significant exchange of control overhead, 

consumed energy, latency as well as a degradation in the PDR. To the best of our knowledge, this 

is the first paper that study details the parent switching process in RPL-Contiki, and highlight the 
limits of RPL-Contiki implementation in the point. Thus, the aim of this paper is giving a detailed 

analysis on the principle of parent witching in RPL-Contiki and define a verified, dynamic and 

precise value to the link metric that reflect the position of the nodes within the topology. 
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2. RPL PROTOCOL AND ETX OVERVIEW 
 

1.1. RPL Protocol 
 

IETF has officially designated RPL as the primary routing protocol for Low-power and Lossy 
networks, in RFC 6550. RPL operates on the foundation of the IPV6 protocol and adopts a 

mesh/tree topology, culminating in the formation of an acyclic graph known as a DODAG 

(Destination Oriented Directed Acyclic Graph). This DODAG structure is originated from a root 

node, symbolizing the data sink, and extends to other nodes based on their assigned rankings 
within the network. To oversee the fundamental routing processes and manage the DODAG, RPL 

introduces four crucial control messages: DIS, DIO, DAO, and DAO-ACK messages [15], as 

illustrated in Figure 1. 
 

 
 

Figure1. RPL Topology and Control Messages 
 

To join the network, every node must initiate a request for a set of repositories from neighboring 
nodes. The request is made by sending a DIS (DODAG Information Solicitation) message. In 

response to a received DIS message, nodes send a DIO (DODAG Information Object) message. 

The DIO message includes essential topology parameters such as the DODAG ID, Version 
Number, Rank value, and MOP (Mode of Operation). These parameters are under the jurisdiction 

of the root node and are pivotal for enabling each node to become part of the DODAG. DIO 

messages play a key role in constructing upward routes from nodes to the root. For building 
downward routes, RPL employs DAO messages (Destination Advertised Object) to disseminate 

additional information, including parent-child relationships and other necessary parameters 

required for propagating destination information downward the DODAG [16]. During regular 

operation, the root node initiates a trickle timer, which is then propagated throughout the network 
to regulate the periodic exchange of DIO messages, aiming to optimize the exchange of control 

overhead. RPL incorporates a repair mechanism known as "local repair," which is initiated by 

individual nodes to update routes or in response to node-related issues. Additionally, the root 
node could initiate a global repair mechanism by incrementing the current version number to 

refresh the network topology. 

 
The rank value in RPL reflects mainly the position of a given node relatively to the sink node. All 

the nodes upon starting joining the DODAG calculate their Rank relative to the root node. The 

calculation of the rank depends of the used objective function; Objective Function Zero (OF0) or 

Minimum Rank with Hysteresis Objective Function (MRHOF). OF0 prioritizes selecting the ideal 
parent node based on minimizing the number of hops, while MRHOF opts for the most efficient 

route to the sink node by minimizing the Expected Transmission Count (ETX). 
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2.2. Preferred Parent Selection and switching in RPL 
 

In RPL Contiki, the default OF is MRHOF, based on which the rank of a given node is based 
mainly on the path quality from a given node up to the sink node, it is calculated as follows: 

 

new_rank = base_rank + rank_increase (1) 

 
Where:  

 

 base_rank: is the rank of the preferred parent. 

 rank_increase: represents the link metric associated to this preferred parent. 

 
The preferred parent node is typically a neighboring node with a lower rank, indicating a higher 

position in the network's hierarchy. The selection of the preferred parent depends on the best path 

metric related to each neighbor node, where the neighbor that has the lower path metric is 
selected to be the preferred parent. The path metric can be defined as the sum of the links metrics 

between every two successive parents, from the node in question up to the sink. The value of the 

path metric of a neighbor node is related to the rank value advertised by this neighbor and the link 

metric value associated to it: 
 

Path_Metric = Condidate Parent’s Rank + link metric (2) 
 

 

 
 

Figure 2. Preferred Parent Selection and Switching 

 

Flowchart of figure 2 depicts how the preferred parent is selected and replaced, where the term 
“parent” is given to all neighbors, and the term “preferred parent” refers to the one selected 

preferred parent. Based on RPL Contiki principals, the first DIO sender in selected as preferred 
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parent. If the node does not have other neighbors other than the selected preferred parent, then the 

node has no need to calculate the path metric, since there is no second path to compare to. In the 
case of existence of other candidates, (receiving DIOs from other neighbors) the node must 

calculate the path metrics and compare them to its preferred parent’s path metric. The node will 

replace its current preferred parent if one of the neighbors has better path metric, otherwise there 

will be no replacement of the preferred parent. Thus, a node switches its current preferred parent 
in a rank related matter in the case of receiving a DIO from a new neighbor with much better rank 

value, or in the case of an update in the rank of the current preferred parent, or in the rank of one 

of the nodes in the parents list. 
 

2.3. ETX and Rank Calculation 
 
The selection of the preferred parent is based on the best value of the path metric, calculated 

through each of the different candidates. The path metric through a given node presents the 

potential rank value the child node gets if the candidate parent is selected. Thus, a decisive 
parameter in the calculation of the rank is the rank increase which is the link metric, as depicted 

in (2). Based on Contiki, the link metric takes 512 as an initial value for every new neighbor. For 

an already known neighbor, the link metric is related to the calculated ETX. 

 
The ETX is used to estimate the number of transmissions required for a successful packet 

delivery over a link. Higher ETX values indicate more transmission attempts due to unsuccessful 

packet deliveries, which can occur due to various factors such as collisions or node congestion. In 
Contiki's RPL implementation, each new neighbor starts with an initial ETX value of 512. For 

known neighbors, the ETX is updated based on the packet delivery performance. The ETX 

calculation occurs when a node sends a DAO (Destination Advertisement Object) message, either 
a regular DAO for the current preferred parent or a No-Path-DAO when replacing a parent. The 

ETX update depends on the packet transmission success. If a packet transmission fails (no 

acknowledgment is received), the ETX is set to a higher value (2560). For successful 

transmissions, the ETX is calculated using the number of attempts made, as follows: 
 

 
 

 numtx represents the number of transmission attempts for a successful packet delivery. If a 

transmission fails, it takes the value 10. 

  
The updated ETX for a link, referred to as the recorded ETX, combines the previous ETX value 

with the newly calculated packet ETX using a weighted moving average formula: 

 
New ETX = recorded ETX × 0.9 +  packet ETX× 0.1 (4) 

 

This formula 4 ensures that the ETX reflects recent transmission performance while still 

considering historical data. It helps to stabilize the ETX value by giving less weight to temporary 
transmission issues. For instance, if a node has experienced significant transmission failures, its 

ETX value will decrease gradually as the link shows improved stability. The calculated ETX 

value is then used as the link metric to influence the rank calculation and parent selection process, 
prioritizing more reliable links. 

 

2.4. Impact of the Initial Link Matric Value 
 

The link metric is always initialized at a value of 512 whatever the position of the DIO advertiser 

node in the topology. After getting a calculated link metric value that reflect the reel link quality, 
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the ETX is updated and consequently the path metric is updated as well through each neighbor. 

Based on the new reel calculated metrics, the node decided whether to keep its current preferred 
parent or to witched by a new one. 

An initialized value is inevitable for all the nodes to starts the calculation of the ETX and get 

consequently the correct information about the quality and status of a link to a given neighbor. 

Based on our analysis, a large percentage of changing of the preferred parent is noticed because 
of this fixed initial link metric value. This feature leads to inaccurate decisions in choosing the 

preferred parent and to an instability in the topology. The changing in the preferred parents 

engenders several processes by the nodes, including: 
 

 Resetting the trickle timer of DIO messages, that contain new updating information to 

rebuild routes, 

 Sending a No-Path-DAO message to the replaced parent, 

 Scheduling sending a DAO message, 

 

 

 

Figure3. Example of a probable topology 
 

Figure 4 illustrates an example of a topology at an initial status. It can be seen that three cases 

present a must switch of the preferred parents. 

 

 Node 6: in the case, node 6 had chosen a node with same hop count which is node 13 as 
preferred parent instead of the sink node, this can be due to the fact that it received the first 

DIO from node 13. After a while, node 6 will replace the preferred parent by the sink node. 

This switching operation engenders extra energy and control overhead consumptions as 
explained earlier, for the node its self and for the nodes of its Sub-Dodag. 

 Node 9: in this case, an inevitable switching must take place, like for node 6. In this 

example the switching process engenders extra overhead exchange and energy 

consumption only for the node itself, since it has not children nods. 

 Node 7: for this example, a probable case is treated, where the node 7 chooses a node with 
higher hops count; node 14. Here we have also an inevitable switching must take place, 

where the preferred parent must be switched to node 7 or node 17. 

 

To address the previously detailed issue regarding the parents switching cadence, we propose a 
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modification in the rank calculation method. Our contribution is based on giving the link metric a 

significant and meaningful value that reflects the position of the DIO sender node in the topology. 
This approach reduces parents switching because of the accurate calculated path metrics through 

the different candidate parents. On the other hand, the proposed mechanism eliminates the nodes 

with higher number of hops toward the sink to be selected as preferred parent. In our proposed 

modification we define two new variables: 
 

N_Hop,  recorded_etx_initialized and I_nbr_link_metric. 

 

 N_Hop: presents the number of the hop of each neighbor compared with the Sink node. 

 I_nbr_link_metric: is a link metric value related to the DIO sender node advertised rank, 
given  

 

by: 

I_nbr_link_metric = N_Hop * 2 * 128 (5) 
 

Where: 128 is the threshold of rank difference to switch a preferred parent defined by RPL 

Contiki 
 

The flowchart below depicts our proposed modification: 

 



International Journal of Computer Networks & Communications (IJCNC) Vol.17, No.1, January 2025 

36 

 
 

Figure 4. Flowchart depicts the proposed modification 

 

3. RESULTS AND DISCUSSION 
 

The simulations conducted in various IoT network scenarios involve a comparative analysis of 

three cases, each characterized by varying node densities. The simulations are executed using 
COOJA within the Contiki 3.0 operating system, a well-recognized OS commonly employed in 

the realm of IoT [17]. The simulations are conducted utilizing Z1 motes, the key attributes of 

which are concisely detailed in Table 1 [18]: 
 

Table1.Simulation Parameters 

 

Parameter Value 

OS Contiki 3.0 

Number of nodes 10,15,20,25,30 

Power analysis Power trace 

 
 

 

µ Controller MSP430F2617–16 bits RISC 

CPU Frequency 16 MHz 

Transceiver CC2420 (IEEE.802.15.4), 2.4GHz 
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Z1mote RAM 8KB with 92KB (flash memory) 

Voltage 3V 

TX Current 17.4 mA 

RX Current 18.8 mA 

LPM Current 0.426 mA 

R Timer 32768 ticks per second 

Measurement interval 10 seconds 

Simulation Time 30 Mn 

 

The three simulated scenarios shown in Figure 5 involve a network comprising a single sink node 
with fluctuating numbers of nodes, specifically 25, 35, and 45.
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Figure5.The three studied topologies 
 

Two parameters leading to changing the preferred parent are analyzed in figures 6. The first 

parameter is based on the initial link metric value given to each of the neighbors, and the second 

parameter is based on the ordinary update in the ETX calculation that leads to an update in the 
link metric value, between the node and each of its neighbors. These two parameters are analyzed 

in three simulated scenarios; topology with 25 nodes, topology with 35 nodes and topology with 

45 nodes. 
 

In the first scenario, we can notice that the default RPL engenders a total of 384 parent switching, 

46.5% of it are due to the initial value attributed the link metric, while our proposed approach has 
engendered only 60 parents switching, where only 3 switching are because of the initial value 

given to the link metric. The same behavior is noticed in the second scenario, where 876 parent 

switching is recorded in default RPL, 42% of it are due to the initial value attributed the link 

metric, while our proposed approach has engendered much lower value of 115 parents switching, 
in which 15 switching are because of the initial value given to the link metric, where are recorded 

in the default RPL. In the third scenario the total for both cases increases, but the difference 

between the default RPL and the proposed approach gets lower, where a total of parents witching 
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of 1401 and 729 are recorded in the default RPL and the proposed approach, respectively. These 

later results are due to the nature of the dense topology, where every node has higher number of 
preferred parent candidates with slight rank difference, which leads to a continuous parent 

switching. Based on the obtained results, our proposed approach succeeded at significantly 

reducing the recorded parent switching in the three scenarios, where the higher impact was 

noticed in the less dense topology, and the lower impact is notices in the dense topology. 
 

 
 

Figure 6. Statistics on changing the preferred parents 
 

In order to highlight the impact of our work, we study the behavior of one specific node, node 11. 

Figure 7, illustrates the different nodes taken as preferred parents by node 11, in the reference 

network and after implementing the proposed approach. Regarding the reference network, node 
11 kept switching its preferred parent from a list of 13 nodes, 5 of them are nodes with 

unacceptable rank value “higher rank value”. On the other hand, the proposed approach 

succeeded at narrowing the list of the nodes taken as preferred parents to 4 nodes, all of them with 
lower rank. 
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Figure 7. The positions of the preferred parents chosen by the node11 

 

Figure 8 represents the chronology of the chosen preferred parent by node 11 during the 30 
minutes of simulation, before and after implementing the proposed approach, in the 35 nodes 

scenario. In the reference topology, the node 11 reached a total of 28 changing of preferred parent 

from a list of 13 parent nodes, 13 out of the 28 changing are because of the initial inaccurate link 

metrics value attributed to the different neighbors, while the rest 16 switching are due to the 
updates in the ETX. Additionally, the figure shows that the first recorded 10 changes has been 

recorded just in the first 90s of simulation, 9 out of the recorded 10 switching are because of the 

initialized value of link metric. It’s worth mentioning that the least period recorded during which 
a node is chosen as preferred pare by bode 11 is 0.6 seconds, while the highest period was 9 

seconds, these results reflect the suboptimal attributed link metrics initials values. 
 

 
 

Figure 8. Chronology of the chosen Preferred Parent by the node11 

 
After the first 90 seconds, an acceptable stability is noticed in the preferred parent switching, 

where the list of the chosen preferred parent was narrowed to nodes 12, 4 and 18, where all of 

them have lower acceptable rank. An interesting behavior is noticed after 24 minutes of 

simulation, where node 11 received a DIO from a new candidate parent “node 33”, consequently 
an initial link metric is attributed which led to its choice as preferred parent. Because of that 

initial attributed value, an instability and frequent parent switching has followed that event. 

 
On the other hand, our proposed approach showed a noticeable stability in the topology, where 

node 11 had switched between only 4 candidates’ parents, which give an average of 7.5 minutes 

per parent. This result demonstrates the effectiveness of the proposed solution in reducing the 
useless parent switching within a given topology. 

 

3.2. Control Traffic Overhead 
 

Figure 9 summarizes the obtained results regarding the exchanged messages for the studied 

scenario. The number of generated and forwarded messages by the different nodes of the 
topology is proportional to the number of recorded parents switching, where the same behavior is 

noticed in the figure 8. The obtained results show that the proposed approach has succeeded at 
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significantly reducing the resulting message exchange, where the total has dropped from 3894 to 

1752 in the case of the first scenario, and 60.5% in the total exchanged messages is recorded in 
the second scenario. In the third scenario, which is featured by a dense topology, 36.5% of 

reduction is achieved. 

 

 
 

Figure 9. Control traffic overhead 

 

3.3. Energy 
 

Regarding the total consumed energy by the network’s node, figure 10 illustrates the obtained 
results for the three scenarios with different densities. The same behavior noticed in the total 

exchanged overhead is also notices in the case of the total consumed energy, where the density of 

the topology as inversely proportional to the impact of the proposed approach in reducing the 

consumed energy. The first scenario shows a reduction of 41.6%, while 37.3% of reduction is 
recorded in the third scenario. 

 

 
 

Figure10.The total energy consumed 
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3.4. PDR and Latency 
 
The obtained results regarding the PDR and the latency are shown in the Figure 11. It depicts that 

whenever the density of network risen where the changes of preferred parent is more, it causes 

detrimental effects in PDR especially for the network 35 and 45 nodes, where the PDR decreases 
by an average of 50% and 71% respectively for the two densities. On other hand for our work the 

results confirm that its efficient in term of PDR where a noticeable improvement is noticed is this 

metric. Regarding the latency, we observe the efficiency of our proposed approach, and this is 

clearly in the two densities that detrimental effect where we notice a reducing by an average rate 
of 47% for the density 35 nodes and 81% for the density 45 nodes. 

 

 
 

Figure11. Recorded PDR and Latency 

 

4. CONCLUSION 
 
In this work, we proposed a novel approach to enhance the lifetime of RPL-based IoT networks 

and optimize Quality of Service (QoS). Our approach reduces unnecessary parent switching by 

accurately assigning link metric values between nodes, ensuring a more stable and efficient 
network topology. Simulation results demonstrate the effectiveness of our method, showing a 

noticeable reduction in preferred parent changes, a decrease in control overhead, and in total 

energy consumption. Furthermore, the PDR improved and latency was reduced. These 
improvements contribute to network stability and reliability, ultimately extending the network's 

operational lifetime and enhancing overall performance. 
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