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ABSTRACT 

 

Optimized Link State Routing (OLSR) protocol is a proactive type of routing protocol that uses Multipoint 

Relay (MPR) set as the virtual backbone structure. The existing literature has identified various issues with 

respect to its backbone structure and has accordingly proposed improvements. In this paper, the focus is on 

improving the OLSR protocol by employing a Connected Dominating Set (CDS) based virtual backbone 

structure that is dynamically adaptable to rapid topology changes. A new Dynamically Adaptable Improved 

Optimized Link State Routing (DA-IOLSR) protocol is proposed that uses the local topology information to 

adapt the virtual backbone to topology changes. This assumes significance especially in networks that 

experience very high mobility. Changes in the network topology caused by node additions, node deletions 

and node mobility are taken care of.  Simulations are carried out to assess the performance of DA-IOLSR 

protocol and OLSR protocol. Packet delivery achieved by both the protocols is examined under varying 

mobility by using various combinations of node speed and pause time values. It is found that DA-IOLSR 

protocol provides better packet delivery as compared to OLSR protocol, under varying mobility conditions. 
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1. INTRODUCTION 
 

An ad hoc network is a computer network with wireless communication links where each node 

has the capacity to forward the data to other nodes. The decision for determining which nodes are 

to forward the data and to whom are made dynamically based on the connectivity in the 

concerned network [1].  

 

In ad hoc networks, ordinary nodes have to take care of routing. These nodes, however, do not 

have specialized equipment or fixed position in the network. Moreover, there is limited 

availability of resources. The lack of pre-designated routers and non-availability of physical 

infrastructure makes routing in ad hoc networks challenging and sets it apart from the 

conventional way of routing as done in wired networks. One viable solution to the said problem is 

flooding of messages. But flooding of control messages in ad hoc networks causes contentions 

and collisions, which is known as broadcast storm problem. 

 

To facilitate routing in ad hoc wireless networks, some sort of backbone like structure needs to be 

built. For this, virtual backbone has been proposed, in the literature, as the routing infrastructure 

of ad hoc networks. The concept of virtual backbone was first proposed in [2]. Conceptually, a 

virtual backbone is a set of nodes that can help with routing [3]. The task of forwarding packets is 
restricted to these set of nodes, which would form a routing backbone. 
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In a wireless network employing virtual backbone, a node in the network can either be a 

backbone node or a non-backbone node. Any non-backbone node has to be adjacent to at least 

one backbone node. In addition, the set of backbone nodes has to be connected. Then, the routing 

path search space for each message is reduced from the whole network to the set of backbone 

nodes [4]. Whenever a non-backbone node wants to communicate to a destination node, it 
forwards the message to a neighbour backbone node. The backbone nodes in turn send the 

message to the destination node.  

 

Of the varied routing protocols, Optimized Link State Routing (OLSR) protocol, a proactive type 

of routing protocol, uses Multipoint Relay (MPR) set as the virtual backbone for routing. The 

performance of OLSR protocol is largely dependent upon the virtual backbone infrastructure and 

it becomes imperative that MPR be very efficient for OLSR protocol to perform well. However, 
existing research has identified various issues in the MPR selection scheme of OLSR protocol 

that needs to be addressed.  

 

Various modifications in the MPR selection scheme of the OLSR protocol have been put forth in 

the literature to improve the performance of the protocol. In this direction, a new improved OLSR 

protocol, viz., Dynamically Adaptable Improved Optimized Link State Routing (DA-IOLSR) 

protocol is proposed, which employs Connected Dominating Set (CDS) based virtual backbone 

structure that is dynamically adaptable to rapid topology changes. 

 

The proposed protocol ensures that the virtual backbone structure remains connected even during 

rapid topology changes. For this, the virtual backbone structure is maintained using the local 

topology information whenever node additions, node deletions or node mobility occur. Thus, the 

need for frequent reconstruction of the virtual backbone structure, which is time and energy 
intensive, is eliminated. The performance of DA-IOLSR protocol is assessed against that of the 

OLSR protocol using simulation. The impact of node mobility on packet delivery ratio has been 

assessed.  

 

The rest of the paper is organized as follows. The OLSR protocol and connected dominating set 

are briefly discussed in section 2. Section 3 consolidates the related work on the MPR selection 

scheme of OLSR and CDS which is adaptable to topology changes. Section 4 discusses the 
proposed DA-IOLSR protocol. The simulation environment, performance metric and the 

simulation results are discussed in section 5. Section 6 concludes the paper. 

 

2.PRELIMINARIES 
 

2.1. OPTIMIZED LINK STATE ROUTING (OLSR) PROTOCOL 
 

OLSR is a proactive protocol for mobile ad hoc networks, which is described in RFC 3626 [5]. It 
is an optimization over the classical link state protocol and works in a completely distributed 

manner and independently from other protocols. In the OLSR protocol, the main concept is usage 

of Multipoint Relays.  

 

A set of nodes in the symmetric 1-hop neighbourhood is selected by each and every node, to 

retransmit its messages. The selected set of neighbour nodes is called as the Multipoint Relay set 

of the node. MPR set is chosen in such a way that it covers all the symmetric strict 2-hop nodes. 
OLSR uses the MPRs alone to forward control traffic. Non-MPR nodes only receive and process 

broadcast messages; they do not retransmit broadcast messages.  
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In OLSR, HELLO messages and Topology Control (TC) messages are used. Periodic exchange of 

HELLO messages is done for populating the local link information base and the neighbourhood 

information base. HELLO messages are never forwarded. Each and every MPR node broadcasts 

TC messages to create the topology information base. The TC messages are flooded to all the 

network nodes and the information transmitted via the TC messages enables the nodes to populate 
their routing table.  

 

2.2. CONNECTED DOMINATING SET (CDS) 
 

One of the well-known and well researched concepts used to create virtual backbone in wireless 

networks is CDS. It helps to overcome the broadcast storm problem and facilitates routing [6].  

 

Given a graph G= (V,E), a Dominating Set (DS) of G is a subset C ⊂V such that each node either 

belongs to C or is adjacent to at least one node in C [6]. A Connected Dominating Set of G = 

(V,E) is a Dominating Set of G such that the subgraph of G induced by the nodes in this set is 

connected. The nodes in a CDS are called the dominators. The nodes other than the dominators 

are called the dominatees [3]. Each dominatee is dominated by a dominator [7]. The CDS with 

minimum cardinality is called the Minimum Connected Dominating Set (MCDS). 

 

In CDS based routing, the dominator nodes alone maintain the routing information. A dominatee 

node in order to send a message to another dominatee, will send it to its dominator. Then the 
search space for the route is reduced to only within the CDS. When the message reaches the 

destination’s dominator, the message is delivered to the destination via the said dominator [8]. 

 

The network topology keeps on changing in ad hoc networks. As the authors in [9] state, a good 

CDS construction protocol should maintain a CDS in order to save the network resources, rather 

than reconstructing the whole set from scratch every time the network topology is changed. In 

addition, as stated in [10], the protocol should maintain and incrementally adjust the CDS when 

network topology changes, because of nodes either leaving or joining the network after the 

construction of CDS.  

 

3. RELATED WORK 

 
3.1.MPR SELECTION SCHEME OF OLSR 
 
Prior research works have suggested various improvements in the MPR selection scheme of 

OLSR to enhance the performance of the protocol. Authors in [11] have modified the OLSR 

protocol and proposed three revised MPR selection algorithms. The authors focus on supporting 

quality of service (QoS) routing in OLSR protocol and provide heuristics that allow OLSR 

protocol to find the maximum bandwidth path. The proposed heuristics are found to increase the 

chance of finding a path that is optimal under a bandwidth constraint. 

 

MPR selection based on QoS measurements has been suggested in [12]. The authors state that 

there is no guarantee that the OLSR protocol finds the optimal widest path and show that the 

algorithms proposed by them do find the optimal widest paths. For MPR selection in OLSR 

protocol, authors in [13] present an algorithm, viz., Necessity First Algorithm (NFA). The authors 

state that the greedy algorithm given in RFC 3626 has problems with MPR selection. For solving 

the problem, they propose NFA that decreases the number of MPRs and the number of TC 
packets. An energy aware MPR selection mechanism for OLSR protocol to improve its energy 

performance in mobile ad hoc networks is provided in [14]. Based on the willingness, a 

modification in the MPR selection mechanism of OLSR protocol is provided.  
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Authors in [15] state that the OLSR protocol reduces the maintenance cost, but its selection 

process does not consider QoS requirements. The authors, therefore, present schemes for 

selecting MPRs with high efficiency. A smaller set of MPRs that give better QoS paths between 

any two nodes is determined with the aim of maximizing the QoS effect for a given maintenance 

cost. Presence of redundant control messages in the MPR concept is shown in [16]. The authors 
state that the redundancy is due to the MPR selection procedure. They present a cooperative MPR 

selection procedure that reduces the number of TC packets. 

 

In [17], the authors examined the density of MPRs in dense wireless multi-hop networks and 

presented two issues. First one is that the density of MPRs is high in dense wireless multi-hop 

networks. Second issue is that, in dense networks, there is redundancy in the conventional MPR 

selection. A non-distributed heuristic algorithm is proposed that eliminates the redundancy in 
terms of the total number of nodes selected as MPRs. 

 

An energy aware mechanism for MPR selection is employed in [18] to enhance the OLSR 

protocol. It is found that the suggested protocol optimizes the energy consumption over the 

network and extends the network lifetime. Authors in [19] present an enhancement of the MPR 

selection algorithm in OLSR protocol based on local databases of neighbour nodes extended to 

three hops. The enhancement is done to reduce the number of TC packets.  

 

Authors in [20] state that the OLSR protocol specifies an algorithm that has good local properties 

with respect to number of MPRs selected, but does not use available information to reduce the 

global number of MPR nodes. The authors provide two modifications to the MPR selection 

strategy that are oriented to global properties, rather than local optimality. 

 
For efficiently selecting MPR set in terms of reducing topology control traffic of OLSR protocol, 

a method called shared MPR selection is put forth in [21]. Since TC messages are generated by 

nodes selected as MPRs by their neighbours, the proposed method shares MPRs between a node 

and its neighbour nodes. Authors in [22] state that node mobility and signal strength condition are 

not considered in OLSR for MPR selection and so, OLSR protocol cannot perform well in a 

highly mobile network. The authors provide a protocol that improves OLSR by considering node 

mobility and signal strength in the selection of MPRs.  
 

An enhanced MPR selection algorithm of OLSR protocol to select quality MPR nodes is 

presented in [23]. The authors state that the original MPR selection in OLSR protocol does not 

select quality nodes as MPR. The authors show that the proposed metric forms a more stable 

MPR and that the efficiency of OLSR is improved. 

 

3.2.CDS ADAPTABLE TO TOPOLOGY CHANGES 
 

Connected Dominating Set (CDS) has been widely used in the literature for forming the virtual 

backbone in wireless networks. This section discusses the prior research work relating to CDS 

that is adaptable to the network topology changes. 

 

A two-level hierarchical routing architecture for ad hoc networks is put forth in [24]. The authors 

provide a structure that propagates topology changes, computes updated routes in the background 

and provides backup routes in case of transient failures of the primary routes. Authors in [25] 

have provided a distributed algorithm to calculate CDS in ad hoc wireless networks. An 

update/recalculation algorithm for CDS is also provided that takes care of the topology changes 

that happen in the ad hoc wireless networks. They provide gateway updates for three types of 

topology changes: mobile host switching on, mobile host switching off and mobile host 

movement.  
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A message optimal distributed approximation algorithm that constructs and maintains a MCDS is 

provided in [26]. The proposed algorithm is fully localized and measures to handle mobility and 

topology changes are provided. The authors state that their algorithm is suitable in cases where 

frequent and unpredictable topology changes occur. Authors in [27] provide an adaptive 

distributed self-stabilizing algorithm. The algorithm constructs a set of vertices, which is dynamic 
and covers all communication needs in the network. It changes as the network topology changes 

and can be used as a backbone for ad hoc mobile network. 

 

A distributed algorithm that computes a power aware CDS is presented in [28]. Localized 

algorithm is employed to maintain the CDS when small topology changes due to switching on/off 

actions of mobile hosts occur. Two versions of timer-based energy aware CDS protocols have 

been proposed in [10]. The authors state that, when network topology changes, their protocol 
maintains and adjusts CDS accordingly. Authors in [29] provide MCDS algorithm that attempts 

to optimize the number of messages required for constructing and maintaining the multicast 

backbone. When a node joins, leaves or moves away, a local route discovery and route repair 

process is initiated.  

 

A CDS based Mobility Management Algorithm (CMMA) is presented in [30]. To ensure the 

connectivity and efficiency of CDS, the algorithm takes care of node entering, node exiting and 

node movement in mobile ad hoc networks. A Multi-Initiator Connected Dominating Set (MI-

CDS) protocol that constructs and maintains CDS is put forth in [31]. Because of employing a 

small number of initiators to construct CDS, instead of using the single initiator, the corrupted 

CDS due to node mobility is repaired quickly.  

 

Authors in [32] have come out with a solution that handles topology changes in ad hoc wireless 
networks. A general framework of the Iterative Local Solution (ILS) for calculating CDS in ad 

hoc wireless networks has been put forth. A virtual backbone maintenance algorithm, viz., 

Recyclable CDS Algorithm (RCDSA) is proposed in [33]. There are three parts in the algorithm: 

initial MIS and CDS construction, handling new node addition, and handling an existing node 

deletion. Whenever node addition or deletion occurs, the algorithm recycles the current CDS to 

provide a new CDS and thus is fast and efficient.  

 
Fast Convergence Dominator Tree Construction (FC-DTC) protocol is provided in [34]. The 

proposed algorithm constructs CDS quickly from an initiator together with handling node 

mobility. Authors in [35] have employed local repair technique based on neighbourhood 

information, to reconstruct the alternate backbone, when the energy of a MCDS node exhausts 

and causes topology change. Algorithms to maintain a constant-approximate MCDS of a 

geometric graph under node insertions and deletions is provided in [36]. The authors ensure that 

the topology change that occurs when a node is inserted or deleted, affects the solution in a small 
neighbourhood of that node. 

 

A distributed single-phase algorithm that constructs CDS in a single phase and handles the 

dynamic network topologies is presented in [37]. The required local updates alone are carried out 

to maintain the CDS. Authors in [38] provide a scheme that takes care of the small topology 

changes that occur due to deactivation of CDS node. Neighbour information is used to handle a 

node’s deletion from the network. An algorithm to construct MCDS, based on the rate of change 

of displacement and signal strength, is proposed in [39]. An algorithm that handles link failure is 

also proposed. Local repair algorithm is employed to reconstruct MCDS. 

 

Authors in [40] opine that wireless network continuously changes and hence, it is necessary to 

adapt the MCDS to the new network topology. The authors have studied the effect of removing a 

non-MCDS node on the MCDS and have proposed a localized reconfiguration algorithm that is 
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used to obtain the MCDS of the new network topology. The proposed algorithm uses local 

information for reconfiguring the backbone, concentrating on computational load and message 

interchange. The algorithm works in two phases, testing phase and MCDS updating phase. The 

testing phase is used to determine removal of a non-MCDS node and if a deletion is detected, the 

MCDS updating phase is used. 
 

An energy efficient optimal CDS algorithm with activity scheduling has been proposed in [41]. 

The proposed algorithm consists of five phases. Phase 1 is concerned with dominator election and 

phase 2 takes care of obtaining the connectors. Phases 3 and 4 construct optimal CDS along with 

activity scheduling. Phase 5, called maintenance/repair phase, carries out the maintenance of the 

CDS at frequent intervals. Node mobility and residual energy are considered for maintenance of 

the optimal CDS. The algorithm handles four cases namely, a new node joining the network, an 
existing node moving away, an existing dominator moving away and an existing dominator 

running out of energy. The authors state that the advantage of their proposed algorithm is fast 

convergence and longer life. 

 

In this paper, a Dynamically Adaptable Improved OLSR (DA-IOLSR) protocol is proposed, 

which uses Connected Dominating Set (CDS) based virtual backbone structure that is 

dynamically adaptable to rapid topology changes.  

 

4. DYNAMICALLY ADAPTABLE IMPROVED OLSR (DA-IOLSR) PROTOCOL 
 

Dynamic network topology is one of the inherent characteristics of ad hoc networks that requires 

special attention. The network topology changes due to two actions of a node: either the node 
withdraws from a network or it joins the network. Node withdrawal refers to the functional 

termination of a node in the network. This may happen when a node fails, runs out of power or 

exits from the network. Joining refers to the functional start of a node in the network. This may 

happen when a new node is added to the network or when a node recovers from a failure. The 

mobility of a node is treated as two separate actions of withdrawal and joining. This is under the 

assumption that the node stops transmitting and receiving messages when in motion [37]. 

 

The changes in the network topology may render the current virtual backbone structure obsolete. 

Changes thus need to be made to the virtual backbone structure for the routing protocol to work. 

Two main approaches to handle this are: either reconstruction of the virtual backbone from 

scratch or maintenance of the virtual backbone. Whenever topology changes, maintenance is 

preferred, as construction of virtual backbone from scratch is both time and energy intensive. 

Moreover nodes in an ad hoc network usually have limited resources. Hence routing protocols 

need to be efficient enough to adapt the virtual backbone to the network topology changes by way 

of maintenance of the backbone. 

 

In this direction, a new improved OLSR protocol, viz., Dynamically Adaptable Improved OLSR 

(DA-IOLSR) protocol is proposed. The protocol adapts the virtual backbone, constructed using 

CDS, to the network topology changes and is targeted at networks which face rapid topology 

changes. It uses local topology information to maintain the CDS, such that the virtual backbone 
remains connected in the event of node additions, node deletions and node mobility. The 

reconstruction of the virtual backbone is done upon reception of TC messages, while the 

maintenance of the virtual backbone is done upon reception of HELLO messages from the 

neighbour nodes. 

 

The following sections explain the message format, functioning and algorithms of DA-IOLSR 

protocol. The algorithms in DA-IOLSR protocol work in a distributed manner. 
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4.1. HELLO MESSAGE FORMAT 
 

The format of the HELLO message as defined in RFC 3626 [5] has been modified to suit the 

requirements of the DA-IOLSR protocol. The new fields that are added are Status, Weight, 

NodeID and DomNodeID. Status of a node is used to denote whether a node is a dominator or a 

dominatee. Weight of a node is a weighting function to denote the importance of the node based 

on its degree, which refers to the number of neighbour nodes. NodeID field denotes a unique 

number used for identification of the node. DomNodeID field, which stands for dominator node 
ID, contains the ID of the node which needs to be upgraded as a dominator. As HELLO messages 

are never forwarded, their Time To Live (TTL) is set to 1. This way it is ensured that the HELLO 

messages reach only the 1-hop neighbours of a node and are not propagated any further. The 

information extracted from the HELLO messages is used by the DA-IOLSR protocol for 

maintenance of CDS. 

 

4.2. FUNCTIONING OF DA-IOLSR PROTOCOL 
 

Figure 1 depicts the overall functioning of DA-IOLSR protocol. Upon reception of TC message, 

reconstruction of the virtual backbone from scratch is carried out using any of the available CDS 

algorithms. When HELLO messages are received, local topology information available through 

these messages is used to make changes, if required, to the CDS to compensate for the effects of 

the topology changes. The maintenance is also triggered upon HELLO message timer expiry. 

 

 
Figure 1.Functioning of the DA-IOLSR protocol 

 

In DA-IOLSR protocol, decisions regarding maintenance of CDS are made based on the 

information available about the neighbours of the node under consideration. The local topology 

information that is available through the HELLO messages is used to maintain the CDS so that it 

remains connected upon addition, deletion and mobility of nodes. Thereby, the process of 

maintaining CDS is quicker and proves to be efficient in terms of network performance. The 

global topology information which is available upon the reception of TC messages is used to 

reconstruct the CDS.  
 

In OLSR protocol, the HELLO message is transmitted every 2 seconds and the TC message is 

transmitted every 5 seconds. In the case of DA-IOLSR protocol, the HELLO message interval is 

kept the same, but the TC message interval is increased to 10 seconds to delay the reconstruction 

process. In the intermittent time between TC messages, maintenance of CDS is carried out to 

handle the effects of topology changes. Also, doing so further lowers the number of control 

messages. As a result of this, less TC messages are transmitted and the overall network 

performance improves. Algorithm 1 depicts the overall functioning of the DA-IOLSR protocol. 
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Algorithm 1.DA-IOLSR_CDS() 

1. On receiving TC message, obtain the link state information and reconstruct the virtual 

backbone using any of the available CDS algorithms 

2. On receiving HELLO message or HELLO message timer expiry, populate the neighbour 

set and maintain the CDS using DA-IOLSR_Maintenance() algorithm 

 

4.3. MAINTENANCE OF VIRTUAL BACKBONE 
 

Three types of events induce topology change. They are node addition, node deletion and node 

mobility. A new node, on being added to the network, uses DA-IOLSR_NodeAdd() algorithm to 
determine its connectivity with the CDS. An existing node, upon reception of HELLO messages, 

detects the deletion of nodes, if any, in the time period between the reception of the current 

HELLO message and the previous HELLO message.  
 

The node using the information available from the current HELLO message, recalculates the 

neighbour set and compares it with the previously calculated neighbour set. If it detects deletion 

of a neighbour node, algorithm DA-IOLSR_NodeDelete() is called to make necessary changes, if 

required, to the CDS. In the case of HELLO message timer expiry, the new neighbour set would 
be empty, which denotes deletion of one or more existing neighbour nodes and hence algorithm 

DA-IOLSR_NodeDelete() is called. Node mobility is a special case of node addition and node 

deletion, wherein a node gets detached from one part of the network and gets attached to another 

part of the network. The above process is depicted in Algorithm 2. 
 

Algorithm 2. DA-IOLSR_Maintenance() 

1. If the current node is a new node, it determines its connectivity with the CDS using DA-

IOLSR_NodeAdd() algorithm  

2. If the current node is an existing node, the node computes the new neighbour set using 

the information available through the HELLO messages 

3. The difference between the new neighbour set and the old neighbour set is computed 

4. If the node detects node deletion, the deleted nodes are determined 

5. For each of the deleted node, algorithm DA-IOLSR_NodeDelete() is used to maintain 

the CDS 

6. If a node translocates due to mobility, DA-IOLSR_NodeAdd() and DA-

IOLSR_NodeDelete() are triggered at respective points in the topology 

 

4.4. NODE ADDITION 
 

There are two cases to consider when a new node gets added to the network: either the incoming 
node is adjacent to a dominator node or there are no adjacent dominator nodes, i.e. all its 

neighbour nodes are dominatee nodes. In the former case, there will be no change to the CDS as 

the new node gets connected to the virtual backbone via any one of its neighbour dominator 

nodes. In the latter case, the new node needs to identify one of its neighbour nodes that could be 

requested to become dominator, so that the new node gets connected to the virtual backbone. For 

this, the node determines the neighbour node that has got maximum weight in terms of node 

degree. This is done using the information obtained from the received HELLO messages.  

 

If there is more than one node having the same maximum weight, then the node with the lowest 

node ID is selected. The selected node is then requested to become a dominator in the next 

HELLO message that originates from the new node. The neighbour node selected by the new 

node, on finding its ID in the DomNodeID field of the received HELLO message, upgrades itself 

to become a dominator. The steps for maintaining the CDS upon node addition is given in 
Algorithm 3. 



International Journal of Computer Networks & Communications (IJCNC) Vol.8, No.3, May 2016 

115 

Algorithm 3. DA-IOLSR_NodeAdd() 

1. Upon receiving HELLO messages, the new node populates its neighbour set 
2. If any of its neighbour nodes is a dominator node, then the new node gets connected to 

the virtual backbone through that dominator node 

3. If none of its neighbour nodes are dominators, the new node determines the neighbour 

node which has the maximum weight 

4. The selected node is requested to become a dominator via the next HELLO message 

5. The selected node upon receiving dominator node request, upgrades itself to be part of 

CDS 

 

4.5. NODE DELETION 
 

When a node leaves the network, there are two cases: either the deleted node is a CDS node or a 
non-CDS node. For both the cases, if the deleted node was the only neighbour of the current 

node, then the current node becomes an isolated node. If the deleted node was a non-CDS node, 

no change is necessitated to the CDS, as the deletion of a dominatee does not affect the already 

constructed virtual backbone. 

 

On the other hand, if the deleted node was a CDS node, there are various cases to be considered. 

It is usually the case that a dominatee node may be dominated by more than one dominator. In 

this context, if the current node is a dominatee node, the node proceeds to determine whether it 

has got any dominator neighbours or not. If it has got atleast one dominator neighbour, it is 

connected to the virtual backbone through that node and therefore no change in CDS is 

necessitated on the part of the current node. If not, the current node requests its neighbour that has 

got the maximum weight to become a dominator to provide connectivity.  

 

In case of more than one node having the same maximum weight, the neighbour node with the 

least node ID is requested to become a dominator. This request for a node to become a dominator 

is transmitted via the next HELLO message that originates from the current node. If the current 

node is a dominator node, the node proceeds to determine whether there is a break in the virtual 

backbone with reference to its connectivity with the neighbour nodes. If so, the dominatee 

neighbour node of the current node that has got the maximum weight is requested to become a 

dominator. The whole process of CDS maintenance owing to node deletion is depicted in 
Algorithm 4. 

 

5. SIMULATION 
 

This section discusses the simulation environment, the performance metric and the simulation 

results. 

 

5.1. SIMULATION ENVIRONMENT 
 

The performance of DA-IOLSR and OLSR protocols is examined using NS-3 simulator [42]. A 

network consisting of 50 nodes is considered, which is spread across an area of 1250m x 1250m. 

The mobility model that is used is random waypoint mobility model wherein the node speed is 

varied as 5, 10 and 15 m/s. Pause time used is 2 seconds and 5 seconds. Simulation is run for a 

total of 500 seconds. Multiple runs were executed to extract the average values. The simulation 

parameters are summarized in Table 1. The performance metrics and the simulation results are 

discussed in the subsequent sections. 
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Algorithm 4. DA-IOLSR_NodeDelete() 

1. If the deleted node happened to be the only neighbour node of the current node, then the 
current node becomes an isolated node which is not part of the network 

2. If the deleted node was a non-CDS node, no change to the CDS is needed as the existing 

CDS is unaffected by the deletion of the node 

3. If the deleted node was a CDS node and the current node is a dominatee node, the 

current node determines whether any of its neighbour nodes is a dominator node 

4. If so, the current node gets connected to the network through that dominator node and no 

change is needed to be made to the CDS 
5. If not, the neighbour node with the maximum weight is requested by the current node to 

become a dominator via the next HELLO message 

6. If the current node is a dominator node and the deleted node is a dominator node, the 

current node determines whether the CDS is disconnected 

7. If so, the current node requests a dominatee neighbour node with maximum weight to 

become a dominator via the next HELLO message 

 

Table 1. DA-IOLSR protocol – Simulation parameters 

 

Parameter Value 

Simulator NS-3 

Nodes 50 

Area 1250m x 1250m 

Time 500 secs. 

Node Speed 5, 10 and 15 m/s 

Pause Time 2 and 5 seconds 

Mobility Model Random Waypoint 

 

5.2. PERFORMANCE METRIC 

 
The performance of the DA-IOLSR protocol is compared with that of the OLSR protocol. The 

impact of mobility on packet delivery ratio of both the protocols is assessed with various node 

speed and pause time combinations.  

 

Packet Delivery Ratio (PDR) is the ratio of data packets received by the destination to those 

generated by the source. It is calculated by dividing the number of packets received by the 

destination by the number of packets sent by the source. 
 

Packet Delivery Ratio = R / S 

 

where, R is the total number of packets received by the destination and S is the total number of 

packets generated by the source. A greater value of PDR implies better performance of the 

routing protocol. 

 

5.3. SIMULATION RESULTS 
 

This section discusses the results pertaining to the performance of the protocols under varying 
mobility. Mobility is governed by the mobility model, node speed and pause time. Here, the 

random waypoint mobility model is used and the impact of various node speed and pause time 

combinations on the packet delivery ratio of DA-IOLSR and OLSR protocols is studied. For this, 

the node speed is varied as 5, 10 and 15 m/s, while pause time used is 2 seconds and 5 seconds.  
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Figures 2 to 7 shows the Packet Delivery Ratio (PDR) achieved by DA-IOLSR and OLSR 

protocols for the various combinations of node speed and pause time. From the results, it is 

observed that, for the various combinations of node speed and pause time, DA-IOLSR protocol 

achieves better PDR than OLSR protocol.  

 

 
 

Figure 2. PDR of DA-IOLSR and OLSR protocols with 5 m/s node speed and 2 seconds pause time 

 

 

 
 

Figure 3. PDR of DA-IOLSR and OLSR protocols with 10 m/s node speed and 2 seconds pause time 
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Figure 4. PDR of DA-IOLSR and OLSR protocols with 15 m/s node speed and 2 seconds pause time 

 

 
 

Figure 5. PDR of DA-IOLSR and OLSR protocols with 5 m/s node speed and 5 seconds pause time 

 

 
 

Figure 6. PDR of DA-IOLSR and OLSR protocols with 10 m/s node speed and 5 seconds pause time 
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Figure 7. PDR of DA-IOLSR and OLSR protocols with 15 m/s node speed and 5 seconds pause time 

 

Owing to mobility, nodes leave one part of the network and get attached to another part of the 

network. This causes the neighbour set of the nodes to vary frequently. These topology changes 

may result in breakage in the connectivity of the virtual backbone. The virtual backbone structure, 

in such situations, do not hold good and serve its intended purpose. Hence, it needs to be either 

reconstructed or updated. 

 
In the case of OLSR protocol, TC messages are transmitted every 5 seconds. Only after the expiry 

of this time interval, changes in the topology get disseminated throughout the network. The 

virtual backbone structure is reconstructed based on the new topology that is in effect at that point 

of time. But, in the intermittent time of reception of subsequent TC messages, as discussed 

earlier, the virtual backbone structure is prone to be rendered obsolete. As a result of this, packets 

cannot be delivered to their intended destinations due to the lack of a connected virtual backbone 

structure and this negatively affects the packet delivery ratio of the network.  

 

On the other hand, the DA-IOLSR protocol relies upon HELLO messages to learn local topology 

information. The HELLO messages are transmitted every 2 seconds. Any topology changes that 

have occurred in this time gap are learnt by each of the node in the network. This information in 

turn is used by each node to make essential local changes to the virtual backbone to counter the 

effects of the topology change. 

 

Instead of relying upon the global topology information, which is available after 10 seconds when 

TC messages are received, making use of the local topology information to update the CDS 

proves to be beneficial in terms of the performance of the protocol. As already emphasized, nodes 

in an ad hoc network usually have limited resources and frequent reconstruction of the virtual 

backbone results in exhaustion of resources, which is usually detrimental to the longevity of the 

nodes and hence the network. The proposed concept of maintenance of CDS is less computation-
intensive as only local topology information is processed. Moreover, this update process, being 

done at short time intervals, reduces the time during which the CDS might be disconnected. 

 

The virtual backbone is thereby ensured to remain connected even in the event of rapid topology 

changes. As a result, DA-IOLSR protocol is able to provide better PDR for various combinations 

of node speed and pause time, due to its dynamic adaptability to topology changes. 
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Figure 8. PDR of DA-IOLSR protocol for various node speed and pause time combinations 

 

A comparison of PDR of DA-IOLSR protocol achieved for various combinations of node speed 

and pause time is shown in Figure 8. From the figure, it is inferred that, as the node speed 

increases the PDR decreases, whereas with increase in pause time the PDR increases. 

 

6. CONCLUSION 
 

In this paper, DA-IOLSR protocol has been proposed as an improvement over the OLSR 

protocol. The proposed protocol uses CDS based virtual backbone structure that is dynamically 

adaptable to rapid topology changes. This assumes significance especially in networks that 

experience very high mobility. The DA-IOLSR protocol uses local topology information to adapt 

the virtual backbone to topology changes due to node additions, node deletions and node 

mobility. The protocols, DA-IOLSR and OLSR, have been assessed in terms of packet delivery 

ratio under varying mobility by using various combinations of node speed and pause time values. 

From the simulation results, it is observed that DA-IOLSR protocol performs better under varying 

mobility as compared to the OLSR protocol. As part of future work, the behaviour of the 

proposed protocol could be examined under other mobility models and using other performance 

metrics. 
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