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ABSTRACT 

 
In this digital era, social media is an important tool for information dissemination. Twitter is a popular 

social media platform. Social media analytics helps make informed decisions based on people's needs and 

opinions. This information, when properly perceived provides valuable insights into different domains, 

such as public policymaking, marketing, sales, and healthcare. Topic modeling is an unsupervised 

algorithm to discover a hidden pattern in text documents. In this study, we explore the Latent Dirichlet 

Allocation (LDA) topic model algorithm. We collected tweets with hashtags related to corona virus related 

discussions. This study compares regular LDA and LDA based on collapsed Gibbs sampling (LDAMallet) 
algorithms. The experiments use different data processing steps including trigrams, without trigrams, 

hashtags, and without hashtags. This study provides a comprehensive analysis of LDA for short text 

messages using un-pooled and pooled tweets. The results suggest that a pooling scheme using hashtags 

helps improve the topic inference results with a better coherence score.  
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1. INTRODUCTION 
 

Social media is changing the way how information disseminates around the world. The speed at 
which information spreads has increased dramatically. The traditional roles of microblogs, social 

networking sites, media sharing technologies are changing with the proliferation of data 

transmitting technologies [1]. According to global social media statistics [2], as of October 2021, 

there are around 4.55 billion social media users around the world. It is approximately equivalent 
to 57.6% of the global population. There is a constant increase in the annual growth of social 

media users.  

 
Twitter is one of the world's top social media platforms. A tremendous amount of information is 

shared using such microblog platforms. The use of social media text for analysis of information 

spread in communities and the cascading effects can help understand how deeply such forums 
influence the social well-being, perceptions, beliefs, public health, and political decisions [3]. 

Based on the different demographic categories of Twitter users, the data provided by Twitter is a 

diverse source for researchers and policymakers [4] [5] [6]. Twitter data has been widely used in 

a variety of different research areas including disaster management, community analysis, network 
analysis, stock market prediction, recommender systems, health discussion, sports/entertainment, 

and politics [7].  

https://airccse.org/journal/ijcsea/current2021.html
https://airccse.org/journal/ijcsea/current2021.html
https://doi.org/10.5121/ijcsea.2021.11601
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Analyzing tweets over a period could provide meaningful insights into what concerns people 

about a particular event. Topic modeling provides a probabilistic framework to automatically 
search, understand and summarize large unstructured text documents. Since its inception, topic 

modeling has been applied in variety of research domains including but not limited to political 

science [8], literary studies [9], sociology [10], and healthcare [11] [12]. Topic modeling is also a 

popular approach used with Twitter data. For instance, studies focused on analyzing football 
news [13], online analytical processing [14], analysis of linguistic signal for depression detection 

[15], HPV vaccine discussions [16], pandemic [17] [18].  

 
There are various algorithms or methods in the literature to extract topics from a collection of 

documents. These algorithms include Latent Dirichlet Allocation (LDA) [19], Non-Negative 

Matric Factorization (NMF) [20], Latent Semantic Analysis (LSA) [21], Parallel Latent Dirichlet 

Allocation (PLDA) [22], Pachinko Allocation Model (PAM) [23]. Latent Dirichlet Allocation 
(LDA) is one of the most common topic modeling algorithms. Tweets are a popular source of 

research in a plethora of categories mentioned above. There are several limitations associated 

with tweets. Tweets are limited in the number of characters, which also includes, hashtags, URLs, 
user mentions. This prevents the full potential of text analysis which is substantially different 

from the traditional text analysis in information retrieval. It is noted that many of the studies in 

literature focused on using the LDA for Twitter data topic modeling applied basic pre-processing 
of the data. Limited studies use tweet pooling techniques based on conversation [24], users [25] 

or authors [26] [27], hashtags [28], and burst scores [29].  

 

In this work, we analyse the use of LDA for short text messages (tweets). We perform a series of 
experiments with parameter tuning pre-processing. In addition, we also explore the topic 

modeling approach using tweet pooling based on hashtags [28]. Our study provides a 

comprehensive analysis of LDA for short text messages using unpooled and pooled tweets. To 
the best of our knowledge, there is not much work that performs an extensive set of experiments 

and provides analysis based on multiple settings using LDA on covid related dataset. The rest of 

this paper is organized as follows section 2 - literature review, section 3 - data collection, section 
4 - data pre-processing, section 5 - methods, section 6 - experiments and results, section 7 - 

results discussion, section 8 - limitations, section 9 - conclusion and future works and references. 

 

2. LITERATURE REVIEW 
 
In this section we establish the background in topic modeling algorithms and Twitter data for 

topic modeling. 
 

2.1. Topic Modeling  
 

Machine Learning and statistics research have developed techniques for finding patterns of words 
in a collection of documents using probabilistic models called Topic Models. Topic modeling is 

an unsupervised machine learning technique. Topic models scan a set of documents, detect words 

and phrase patterns within documents, and automatically cluster word groups and similar 

expressions that best categorize the documents. In today's world, there is an explosion of 
electronic documents. There is an ever-increasing demand for tools and techniques that 

automatically organize, search, browse or index a large collection of documents [30]. Topic 

models are popular in a multitude of domains such as social well-being, perceptions, beliefs, 
public health, political decisions [3], and marketing [31] [32] [33]. Especially topic models play a 

major role in the field of natural language processing [34].  
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There is an exponential growth in healthcare data. Pharmaceutical and biotech companies, health 

care providers seek the use of machine learning and natural language processing techniques to 
manage, regulate and derive useful insights in patient care and monitoring. Topic model 

algorithms are popular in the healthcare field. Several studies perform empirical analysis using 

electronic medical records [35], clinical notes [36], patient survey [12], gene expression data and 

microarray data [11]. 
 

2.2. Topic Modeling using Twitter Data  

 
Social media serves as a communication tool across the world. It is used in a multitude of ways. 

For instance, to communicate the latest news, discussing events in real-time, sharing personal 

opinions on products, events, and many other associated factors. Twitter social media is a popular 
platform used by millions of people across the world to propagate real-time information during 

natural disasters, public events, and disease outbreaks. Since the outbreak of the COVID 

pandemic, social media is overwhelmed with a plethora of discussions worldwide. Several 

researchers collected tweets from the beginning of the year 2020 and throughout for analyses on 
tweet data. In this section, we cover the existing literature using the COVID-related tweet dataset 

for topic modeling.  

 

2.2.1. Location Based Analysis  

 

Some of the recent studies collected data for specific geography to analyze the tweets. For 
instance, [17] collects 68000 randomly filtered messages from Twitter using the streaming API 

during March and April of the year 2020. They use the LDA topic model to extract ten topics 

with a coherence score of 56%. The authors focused on identifying the most topical issues related 

to the COVID-19 pandemic discussed by South Africans. Authors in [37], collect both English 
(approx. 3,332, 565) and Portuguese (approx. 3,155,277) language tweets for the duration of four 

months (April - May) in 2020. The tweets were collected using hashtags relevant to the covid 19 

pandemic. Using Geonames service the tweets are geotagged. The major focus of the study is 
sentiment analysis using the Sentence BERT model and comparison with other traditional 

machine learning models. The authors also use the collapsed Gibbs Sampling algorithm for the 

Dirichlet Multinomial Mixture (GSDMM) for topic modeling.   
 

Similarly [38], use approximately 319, 524 English language tweets collected (January to May 

2020) for North American countries. They analyzed tweets using LDA and nonnegative 

factorization methods. The study concluded that LDA results were more distinct in categories. 
This work also used the aspect-based sentiment analysis. They compared the results using a 

timeline analysis of the outbreak. However, there is no specific coherence score or inter-topic 

distance. Authors [39], collect 777,869 English language tweets about COVID-19 
nonpharmaceutical interventions in six countries.  

They analyse the trends in public perceptions. 

 

2.2.2. General Analysis  
 

The study [40] collects approximately 150,000 tweets with keywords or hashtags related to 

COVID19 for four weeks. The author applies the Latent Dirichlet Allocation (LDA) model. The 
model extracts five topics and shows the inter-topic distance. Also, performs sentiment analysis 

(positive and negative sentiments) and emotions for top keywords from the data. Authors in [41] 

hydrate English language tweets collected for a specific duration (March 11, 2020, through 
January 31, 2021). These tweets are originally collected using 13 covid related keywords by [42]. 

Then the tweets are further filtered specifically for vaccine-related keywords. The study used 

1,499,421 unique tweets and identify 16 topics using LDA topic modeling and the sentiments 



International Journal of Computer Science, Engineering and Applications (IJCSEA)  

Vol.11, No.6, December 2021 

4 

associated with vaccine-related discussion on Twitter. The optimal number of topics is chosen 

based on factors other than the coherence score. Similarly, [43] use 866,527 unique English 
language tweets collected between January 1, 2020, to April 30, 2020. Focus on analyzing the 

topics and themes during this period on Twitter using Latent Dirichlet Allocation (LDA) topic 

modeling approach.  

 
Authors in [44], collect 107,990 tweets related to COVID-19 between December 13, 2019, and 

March 9, 2020. They analyze the data using topic modeling to identify and explore discussion 

topics over time. Apply latent Dirichlet allocation algorithm to identify the most common tweet 
topics (6 topics based on highest coherence score) as well as to categorize clusters and identify 

themes based on the keyword analysis. The coherence score is not reported explicitly. Authors 

[45] use Latent Dirichlet allocation (LDA) on tweets collected from January 23 to March 7, 2020.  

 
The work discussed in the literature using topic model for COVID-related tweet data, use the 

approach of each tweet as a separate document. In this work, we perform a series of experiments 

with parameter tuning, pre-processing. In addition, we also explore the topic modeling approach 
using tweet pooling based on hashtags [28]. Our study provides a comprehensive analysis of 

LDA for short text messages using unpooled and pooled tweets. To the best of our knowledge, 

there is not much work that performs an extensive set of experiments and provides analysis based 
on multiple settings using LDA on such large COVID-related tweets.  

 

3. DATA COLLECTION 
 

In this study, we use the Tweepy search API for retrieving tweets. We collect English language 
tweets between August 31, 2021, to October 12, 2021. The tweets are collected using hashtags 

(shown in Table 1) related to COVID-19. We collected approximately 1 million instances in this 

process. 
 

Table 1. Hashtags.  

 

Hashtags List 

stayhome, quarantine, lockdown, stayathome, socialdistancing, staysafe, washyourhands, 

disinfectant, handwashing, mask, ppe, covidvaccine, covidvaccination, vaccine,  

coronavirusvaccine, boostershots, boostershot, pfizerbooster, deltavariant, coviddeltavariant, 

SARSCoV2, muvariant, mu, gammavariant, gamma, delta, coronavirus, covid, COVID19, 

corona, pandemic, coronaviruspandemic  

 

4. DATA PRE-PROCESSING 
 

Pre-processing is the major step in any natural language processing task. The first step in pre-

processing is to remove noise from the text data. In this step, we process each tweet text using 
Python's regular expression library to remove the following: URLs, HTML tags, emoticons 

represented as text. We then use the natural language toolkit (NLTK) library [46] to remove the 

stop words. We then removed tweets that contained five or less than five words. Most of the 
tweets tend to use informal language. So, the tweet text is then processed to update the 

contractions using Python's contractions library. Further, each tweet is processed for 

abbreviations and or slang words. All tweets are converted to lowercase to reduce dimensionality.  

 
After the initial noise removal, we performed the following steps to normalize the tweet text. 

Python's Textblob library is utilized to lemmatize each word in the tweet text. Lemmatization is 

the process which returns the base or dictionary form of the word. Then convert words in the 
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tweet to the base form using NLTK's port-stemmer library. After the pre-processing, we have 

950,899 instances in the dataset.  
 

5. METHODS 
 

In this section we explain the models, additional data processing, tweet pooling for the 

experiments.  
 

5.1. Topic Model Algorithms  
 
There are various algorithms or methods in the literature to extract topics from a collection of 

documents. In this study, we use Latent Dirichlet Allocation (LDA) [19], one of the topic model 

algorithms to classify the text in documents into different topics. It helps discover hidden insights 
from the set of documents using Dirichlet distributions over the topics and the words. The 

following are the steps involved in LDA algorithm: first a vocabulary is generated based on the 

documents; then the algorithm produces a mix of topics for each document; next the algorithm 

determines mix of words for each topic by using relative frequency. We also explore genism 
LDA Mallet [47]. It is a Python genism wrapper for LDA based on MALLET [48] [47] a java 

topic modeling toolkit. LDA Mallet module uses collapsed Gibbs sampling [49] a Markov-chain 

Monte Carlo method from MALLET [48]. To determine the best topic models, we use the 
coherence score measure. This score is based on a sliding window that uses normalized pointwise 

mutual information (NPMI) and cosine similarity. We use the Python Gensim [50] for LDA 

models and Pythons LDAvis [51] for visualization of the results.  
 

5.2. Additional Data Processing  
 
In the data collection process, we use specific key hashtags related to COVID discussions on 

Twitter as shown in Table 1. However, there are other hashtags associated with each tweet. After 

each tweet is pre-processed, we only include the key hashtags (refer Table 1) as part of the final 
processed tweet. We conduct experiments without key hashtags and with key hashtags to see the 

performance of the topic model algorithms.  

 

5.3. Tweet Pooling  
 

In this study, we utilize hashtag-based pooling. The tweets are pooled based on the hashtags used 

for data collection. For example, if a tweet consisted of hashtags such as #coronavirus, #covid, 

#COVID19, #corona, #pandemic, or #coronaviruspandemic, it will be placed under group 3 
(refer Table 2). If a tweet does not contain hashtags from Table 1, it is marked as an unknown 

group. Table 2 shows the hashtags along with the tweet distribution among the groups. We apply 

topic importance based on the tweet distribution and generalization of hashtags as factors while 
pooling the tweets. i.e., The unknown category is not assigned to any specific pool.  
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Table 2. Tweet Pooling Based on Hashtags.  

 

Group  Hashtag  Distribution  

0  deltavariant, coviddeltavariant, SARSCoV2, muvariant, mu, 

gammavariant, gamma, delta  

31,032 (3.3%)   

1  covidvaccine, covidvaccination, vaccine, coronavirusvaccine, 

boostershots, boostershot, pfizerbooster  

101,231(10.6%)  

2  stayhome, quarantine, lockdown, stayathome,  

socialdistancing, staysafe,   

washyourhands, disinfectant, handwashing, mask, ppe  

74,029 (7.8%)  

3  coronavirus, covid, COVID19, corona, pandemic, 

coronaviruspandemic  

730,461(76.8%)  

Unknown  -  14,146(1.5%)  

 

6. EXPERIMENTS AND RESULTS 
 

6.1. Experiment 1 – Using LDA Model and Pooled Tweets  
 

Model 1 in Table 3, use tweets from all groups in Table 2 except the unknown group. The 

number of Instances is now 936,753. Then we concatenate tweets from each of the groups into an 
individual document. For example, all the tweets in the group 0 from Table 2 are concatenated to 

represent one document. As a result of this, we have four documents.   

 

We use the Gensim tool to tokenize the documents and create bigrams and trigrams. Inputs to the 
LDA model are dictionary and corpus. Dictionary contains an id for each word and the corpus 

contain word ids mapped to the frequency of the words in a document. We choose the number of 

topics as 3 and 4.   
 

Model 2 in Table 3 is very similar to model 1. It uses four documents to train the model. The only 

difference is that trigrams and bigrams were not added to these documents. In model 3 all the 

hashtags that were part of the tweets are removed. For this model, we included bigrams and 
trigrams. Model 4, like model 3 is trained without the bigrams and trigrams. 

 
Table 3. Experiments Using LDA Model and Pooled Tweets.  

 

Model  Description  
 

Coherence Score  

3 Topics  4 Topics  

1  With Bigram/Trigram, with key Hashtags  0.511  0.396  

2  No Bigram/Trigram, with key Hashtags  0.561  0.403  

3  With Bigram/Trigram, no Hashtags  0.377  0.288  

4  No Bigram/Trigram, no Hashtags  0.431  0.389  

 

6.2. Experiment 2 – Using LDA Model and Unpooled Tweets  
 

In this experiment, each tweet is considered an individual document. There are 950,899 

documents. These tweets included the hashtags that were in the search query. The only difference 
between the two models is the inclusion and exclusion of bigrams and trigrams. The models are 

trained for 10, 15, 20, 25, and 30 topics. The coherence score for each of the models is shown in 

Table 4.  
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Table 4. Experiments Using LDA Model and Unpooled Tweets.  

 

Model Description 
 

Coherence Score    

10  

Topics  

15  

Topics  

20  

Topics  

25  

Topics  

30  

Topics  

1  With Bigram/Trigram, with 

key Hashtags  

0.453  0.465  0.476  0.476  0.457  

2  No Bigram/Trigram, with key 

Hashtags  

0.468  0.467  0.454  0.423  0.430  

 

6.3. Experiment 3 – Using LDAMallet Model and Pooled Tweets 
 
In this experiment, LDA Mallet was used to train models. All the LDA Mallet models in this 

experiment is trained with the documents that are pooled based on hashtags. The difference is 

inclusion and exclusion of bigrams, trigrams, and hashtags. Results for the models with 
description is shown in Table 5.  

 

Table 5. Experiments Using LDAMallet Model and Pooled Tweets.  
 

Model Description 
 

Coherence Score 

3 Topics  4 Topics  

1  With Bigram/Trigram, with key Hashtags  0.357  0.372  

2  No Bigram/Trigram, with key Hashtags  0.441  0.450  

3  With Bigram/Trigram, no Hashtags  0.327  0.350  

4  No Bigram/Trigram, no Hashtags  0.427  0.425  

 

6.4. Experiment 4 – Using LDAMallet Model and Unpooled Tweets 
 

Similar to the Experiment 2, the two models in this experiment are trained on each individual 

tweet as an input document. These tweets also included the hashtags that were in the search query 
(Table 1). The models differ based on inclusion and exclusion of bigrams, and trigrams and 

trained on 10, 15, 20, 25, and 30 topics.  

Results for these models are depicted in Table 6.  
 

Table 6. Experiments Using LDAMallet Model and Unpooled Tweets.  
 

Model Description 
 

Coherence Score    

10  

Topics  

15  

Topics  

20  

Topics  

25  

Topics  

30  

Topics  

1  With Bigram/Trigram, with 

key Hashtags  

0.462  0.501  0.507  0.516  0.536  

2  No Bigram/Trigram, with key 

Hashtags  

0.484  0.482  0.516  0.521  0.529  

 

7. RESULTS DISCUSSION 
 

In this section we discuss the top representative models from section 6. Based on the coherence 

scores, the best result is achieved by model 2 in Table 3. The coherence score is 0.561. It is 
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evident that including the hashtags in the documents yielded better coherent scores and topics 

compared to other models. Table 7. explains the inferred themes for each topic from the Figure 1.  
The distance between the bubbles in the graph represents how similar or different the topics are to 

each other. For example, topics 1 and 2 are closer to each other compared to topic 3. As we see 

topic 1 and 2 contains words related to covid and vaccines. However, topic 2 is more relevant to 

vaccines. So, topics 1 and 2 are more similar than topics 1 and 3 or 2 and 3. The most salient 
words in topic 3 are related to the variants. 

 

We choose the optimum number of topics for the model as three, as this achieved the best result 
both in terms of better topic inference and coherence score. This outcome could be due to the 

distribution of tweet categories in the documents. We also compared the documents and the 

topics using topic dominance measure. The same is shown in Table 8.  

 

 
 

Figure 1. Intertopic Distance for Model 2 from Table 3.   
 

Table 7. Topic Inference for Model 2 from Table 3. 

  

Topic Number Top Terms Inferred Topic Theme 

Topic 1  covid, vaccin, case, new, coronavirus  General Information - Covid  

Topic 2  vaccine, dose, covid, vaccin, 

covidvaccine, age  

Vaccine  

Topic 3  deltavariant, delta, variant, muvariant, mu  Variants  

 

We observe that document themes match the topics inferred. However, there are some deviations 

which we address as follows: The distribution of tweets in group 0 and group 2 is the lowest 
compared to the group 1 and 3 (refer Table 2). So, tweets in these documents are dominantly 

categorized to a general COVID theme. As most of the tweets contain the hashtags #coronavirus, 

#covid, #COVID19, #corona, #pandemic, #coronaviruspandemic etc. The topics inferred fall into 

categories of covid, vaccine and variants.  
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Table 8. Documents vs Topic Dominance for Model 2 from Table 3.  
 

Document/Group Dominant Topic 1 Dominant Topic 2 

0  1 (covid)  3 (variant)  

1  2 (vaccine)  1 (covid)  

2  1 (covid)  -  

3  1 (covid)  -  

 

Among the other experiments, the coherence scores are better for the LDA Mallet model 1 with 

unpooled tweets shown in Table. 6. We choose the 15-topic model with a coherence score of 

0.501. We could see the inter-topic distance is low and some of the topics are clustered and 
overlapped from Figure 2.   

 

 
 

Figure 2. Intertopic Distance for Model 1 from Table 6.   
 

However, it is found that some of the inferred topics give some specific insights. Table 9 shows 

the top inferred topics based on the result of this model. For instance, some of the representative 
themes are from topics 1, and 4 are about risks, prevention, and treatment, handling the covid 

pandemic situation; topics 12, 15 are about the covid vaccine and its administration. 
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Table 9. Representative Topics for Model 1 from Table 6.  

 

Topic 

Number  

Top Terms  Inferred Topic Theme  

Topic 1  infect, viru, risk, delta, effect, studi, variant, 

show, prevent, sarscov, deltavariant  

Covid risks, prevention, and 

treatment  

Topic 4  countri, world, support, pandem, global, 

continu, crisi, meet, develop, address  

About handling pandemic 

situation  

Topic 12  vaccin, covid, dose, covidvaccine, fulli, shot, 
booster, age, receiv, jab  

Vaccine  

Topic 15  covid, vaccine, hospit, care, patient, dose, vax, 

administ, medic, unvaccine, doctor  

Vaccine administration  

 

This nature of the results could be due to the inherent complexity of short text tweets. Pooling the 
tweets together in documents based on specific criteria helps improve the coherence score and 

inference with distinct topics. However, from the results we infer that the distribution of data in 

each document plays an important role. Having a normalized set of data for each document could 

help detect detailed topics in the case of tweet pooling.  
 

8. LIMITATIONS 
 

One of the limitations is the hashtags used to retrieve tweets related to the covid 19 pandemic. 
More relevant tweets could have been missed in the data collection process if the tweets did not 

include the key hashtags in the Table 1. In the tweet pooling process, some of the tweets with 

hashtags related to a particular category which are not part of Table 2, could easily be pooled into 

a different document set. For instance, if a tweet had hashtags #masks, #lockdowns that would not 
match the category of group 2. The tweets retrieved are only a sample of the actual tweet inflow 

on Twitter.  

 

9. CONCLUSIONS AND FUTURE WORKS 
 

In this paper, we present an exploratory analysis of the results of topic modeling on tweets based 

on COVID related hashtags. We compare the results based on pooled and unpooled tweets using 

LDA and LDAMallet models. Our analysis demonstrates that the LDA topic model algorithm 
provides better topic inferences when operating over tweets pooled using hashtags. We evaluate 

our results using topic dominance measures to verify the mapping between document themes and 

the actual topic inferred. This work presents analysis of LDA topic modeling using un-pooled and 
pooled tweets. In this study we compare various models, based on parameter tuning, tweet 

pooling techniques and discuss the limitations. We plan to extend our work in the following 

aspects: firstly, use the preliminary topic inference results as a pipeline input to further process 
the data, by use of transfer learning; secondly, utilize big data to explore the performance and 

efficiency in data processing by use of cloud and distributed computing.  
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