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ABSTRACT 
 

Image restoration is the process of restoring the original image from a degraded one. Images can be affected 

by various types of noise, such as Gaussian noise, impulse noise, and affected by blurring, which is happened 

during image recordings like motion blur, Out-of-Focus Blur, and others. Image restoration techniques are 

used to reverse the effect of noise and blurring. Restoration of distorted images can be done using some 

information about noise and the blurring nature or without any knowledge about the image degradation 

process. Researchers have proposed many algorithms in this regard; in this paper, different noise and 

degradation models and restoration methods will be discussed and review some researches in this field. 

 

KEYWORDS 
 

Restoration, image, audio, signal, blurring & Noise. 

 

1. INTRODUCTION 
 

Digital signals today, such as audio and video, play an essential role in our lives. The digital signal 

may suffer from distortion during acquisition or transfer/storage stages, and essential information 

may be lost. Signal distortion can vary depending on the signal's nature, the acquisition device, and 

the transmission channel. One of the most famous distortions in the image is the blurring of the 

image. Blurring is a common, unwanted artifact associated with image formation; blurring is a 

deterministic process that can occur due to numerous reasons, such as atmospheric distortion 

motion, optical aberrations, and motion. In addition to blurring, image degradation is also caused 

by noise during image recording. Mathematically, image degradation due to blurring and noise can 

be modeled by a linear system, as shown in equations 1 and 2 [1]: 
 

𝑔 (𝑥, 𝑦) =  𝐴 ∗ 𝑓(𝑥, 𝑦) +  𝑛(𝑥, 𝑦)  ……  (1) 
 

𝑓 (𝑥, 𝑦) =  𝐴−1 ∗ 𝑔(𝑥, 𝑦) −  𝑛(𝑥, 𝑦)  ……  (2) 
 

Where (𝑥, 𝑦) represents spatial coordinates, 𝑔 (𝑥, 𝑦) is the acquired image with blur and noise, A 

is the blurring matrix defined by a certain point spread function (PSF), 𝑓 (𝑥, 𝑦) is a true or the 

original image and 𝑛 (𝑥, 𝑦) is noise. The problems associated with image restoration, which will 

be discussed in detail in the next sections, are choosing appropriate restoration techniques; some 

require an enormous dataset size, others required to build a precise distortion model, collecting or 

synthesizing datasets for fine-tuning the restoration model, and choosing suitable metrics for 

evaluating the restored result.  
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2. BLURRING AND NOISE 
 

The blurring is a distortion process on an image that happens in many scenarios, such as capturing 

an image when the camera or the captured object in motion, the camera is out-of-focus, or 

atmospheric turbulence or fog. The main types of blur are [2]: 
 

A. Motion Blur: While capturing an object's image, this blurring type happens if the camera or the 

object in motion; motion blur has many possibilities such as rotation, translation, an abrupt change 

in the scale, or a combination of them. 
 

B. Average Blur: Average blur has a distortion effect horizontally and vertically across the whole 

image. 
 

C. Gaussian Blur: the Gaussian blur, also known as Gaussian smoothing, has an unequal effect 

on the image pixels; this blurring type following the bell-shaped curve means that pixels at the 

center have more effected than those at the edges. 
 

D. Out-of-Focus Blur:  this blurring happened when the captured scene is not centered at the 

camera's lens depth. 
 

E. Atmospheric Turbulence Blur: images could be affected by this type of blur when captured 

from relative long-distance, due to the atmospheric turbulence, like when the temperature variation 

is considerable, wind speed, or during a sand storm. 
 

Images are usually corrupted by undesirable effects known as noise from various sources during 

taking images or when transmitting. Noise randomly changes image pixels intensity; these changes 

could be visually seen as grain or speckles on the image. The main types of noise are [3]: 
 

A. Gaussian noise: Gaussian noise degrades images by following Gaussian amplitude distribution; 

this noise is also known as normal noise. 
 

B. Impulse noise: this noise, also known as salt and pepper noise, follows a random distribution; 

it Occurs during signal transmission or due to sensor malfunction; It is visible as white or black 

dots on the pictures. 
 

C. Uniform noise: which also known as quantization noise, occurs due to quantizing pixels 

intensity to a set of discrete levels. 
 

D. Poisson noise: also referred to as shot noise, when capturing low-light scenes, this noise occurs 

because capturing numbers of photons that may not have enough energy to be detectable by the 

camera's sensor. 
 

E. Speckle noise: This is a multiplicative noise arising due to backscattered echo, usually found in 

medical images and synthetic aperture radar (SAR), medical images, and satellite images.\ 
 

An audio signal's degradation will be considered an undesirable modification to the audio signal, 

which occurs due to (or after) the recording process; for example, in a recording made, the 

degradations could include noise in the microphone and amplifier[4]. Signal restoration is 

recovering the original signal, which considers one of the fundamental and challenging digital 

signal processing tasks. Many techniques are used in this field, such as filtering approaches, signal 

transformation domains such as fast Fourier wavelet, statistical approaches, and artificial 

intelligence, such as neural network and fuzzy. Another approach deals with the 1D signal as a 2D 
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image, such as Mel-frequency cepstral coefficients (MFCCs), which help restore signal using 

image restoration techniques[5, 6].  
 

3. RESTORATION TECHNIQUES 
 

The main types of techniques using for image restoration are Non-Blind and Blind Deconvolution 

Techniques [7]. 
 

3.1. Non-Blind Deconvolution Techniques Margins 
 

If there is some knowledge about the degradation process, the restoration process referred to as the 

non-blind deconvolution method. 
 

A. Inverse Filtering: in this method, the Fourier transform of the original image 𝐹(𝑣, 𝑢) is found 

by division the corrupted image 𝐺(𝑣, 𝑢) by the degradation function 𝐻(𝑣, 𝑢) shown in equations 

3, then Fourier inverse is used to obtain the original image[8]. 
 

𝐹(𝑣, 𝑢) =
𝐺(𝑣,𝑢)

𝐻(𝑣,𝑢)
 ……  (3) 

 

The main problem is when the degradation image is affected by noise, this method will give a low 

restoration image quality, so if noise is introduced, other methods must be used [9]. 
 

 B. Weiner Filter: The Wiener filter is the MSE-optimal stationary linear filter for images 

degraded by additive noise and blurring. The objective of this filter is to find �̂� the estimate of the 

original image to minimize the mean square error. Wiener filter used in the frequency domain as 

in equation 4, where 𝐺(𝑢, 𝑣) is the degradation image, 𝐻(𝑢, 𝑣) is the blurring function, 𝐻∗(𝑢, 𝑣) 

is its complex conjugate, and 
𝑁(𝑢,𝑣)

𝐼(𝑢,𝑣)
 is the signal-to-noise ratio [10]. 

 

�̂� = [
𝐻∗(𝑢,𝑣)

|𝐻(𝑢,𝑣)|2+
𝑁(𝑢,𝑣)

𝐼(𝑢,𝑣)

] 𝐺(𝑢, 𝑣) ……  (4) 

 

C. Constraint Least-Square Filter: it is similar to the Wiener filter, but without knowledge of 

noise property, it works as shown in equation 5, where 𝛾 is the parameter to be adjusted manually, 

and p is the Fourier transform of Laplacian 𝑃(𝑢, 𝑣) [11]. 
 

�̂� = [
𝐻∗(𝑢,𝑣)

|𝐻(𝑢,𝑣)|2+𝛾|𝑃(𝑢,𝑣)|2] 𝐺(𝑢, 𝑣)  ……  (5) 

 

𝑝(𝑥, 𝑦) = [
0  − 1     0
−1     4 − 1
0  − 1     0

]   ……  (6) 

 

 

D. Lucy- Richardson Algorithm: is an iterative non-linear restoration method. This algorithm's 

advantage is not considering with knowledge of the type of noise and the original image. The new 

estimate of the original image 𝑓𝑛+1𝑜btained from the previous one 𝑓𝑛 as in equation 7 [12]. 
 

𝑓𝑛+1 = 𝑓𝑛 + (𝑔 − ℎ∗𝑓𝑛)  ……  (7) 
 

Where 𝑔 is the distorted image and ℎ∗ is the blurring matrix. 
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3.2. Blind Deconvolution Techniques Margins 
 

In this technique, an image is restored without having prior knowledge of the degradation process. 
 

A. Mean Filter: The mean filter is a linear filter used to smooth the image by replacing each pixel 

with the average of its neighborhood pixels; this process is done by sliding a squared window with 

the pixel that wants to be replaced in the center process repeated to the all pixels in the image. 

Mean filter is a simple and powerful tool to remove Gaussian noise, but not useful when the 

degradation image is affected by salt and pepper noise and blurs [13]. 
 

B. Adaptive Mean Filter: The adaptive mean filter is similar to the mean filter, but the filter size 

can be changed according to the image's local area. This filter is capable of removing high-density 

noise from degradation images and preserves detail and smooth non-impulsive noise. The main 

drawback of dealing with salt and pepper noise cannot remove any blurring effect [14]. 
 

C. Order Static Filters: are non-linear filters depend on the ranking of neighborhood pixels' 

values; these family filters include median, min, max, and alpha trim filters. The Median filter 

works by replacing the pixel's value with the median value of its neighborhood pixels; this is done 

via applying the center of a window of size M×N (N and M must be odd values). The process is 

repeated to all pixels; this filter is used to remove the impulsive noise; it can also keep the edge 

characteristics but cannot remove the blurring effect. The alpha-trimmed mean filter is similar to 

the median and means filters, as, in the median filter, the neighborhood pixels are ranked, but the 

extreme pixel values are excluded (trimmed), then the remained pixels are averaged as done in the 

mean filter [15].  
 

D. Statistical approach: the statistical methods try to find the estimated original image and 

blurring function by observing the distorted images. The maximum-a-posterior (MAP) most widely 

used in this approach; the MAP estimate the original image 𝑓: 
 

𝑓 = arg 𝑚𝑖𝑛𝑓  (𝑔 − 𝐴𝑓) + 𝜆𝑝 (𝑓) ……  (8) 

 

Where (𝑔 − 𝐴𝑓) is the likelihood loss function, and 𝜆𝑝 (𝑓) is prior to the image space [16]. 
 

E. Deep Neural network: Neural networks can be used for either classification or regression(ex. 

output is an image), a deep learning network that output an image that usually contains transposed 

convolutional layers[17]. An autoencoder, as shown in figure 1, consists of two parts: encoder and 

decoder; the encoder takes input images passing it to convolutional layers to create a latent or 

compressed representation of the input images, follow by the decoder, which tries to reconstruct 

the input image from its latent features, the autoencoder could be used for the image to image 

regression, the other deep learning networks such as generative adversarial networks (GAN) share 

the same principles used in autoencoder [18]. 
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Figure 1. autoencoder architecture 

 

Deep neural network (DNN) has recently been widely used in blind restoration by using two 

approaches: PSF estimation and end-to-end aproach[19]. The first approach estimates the kernel 

blurring function by using a fully-convolutional deep neural network (FCN), then by using the 

estimated kernel, the deconvolutional process is used to produce the non-blurry image closer to the 

original image. The FCN is training on a dataset containing distorted images with its blurring 

kernel, and then the FCN takes a new distorted image to produce its blurred kernel[20].  
 

The second approach uses a deep deconvolutional neural network (DDNN), which is an end to end 

take the distorted image as input and produced an approximated original image; the process in 

DDNN consists of an encoder network that produces the visual feature of an image and decoder 

network to build the sharp image [21]. The end-to-end approach also could be implemented using 

conditional GAN, which could be used for image generation[22]. The network of general GAN 

consists of two networks the generator and discriminator (CNN); the generator generate randomly 

an image (referred to as a fake image), the discriminator work as a classifier to figure out if the 

image is real or fake(generated by the generator), the generator and discriminator work against 

each other, after training the generator will produce very realistic image[23]. In the conditional 

GAN used for image restoration, the generator takes a distorted image as input and generates an 

image wanted to be the nearest as possible to the original non-distorted image [24]. The 

discriminator part tells if the output image is sharp or distorted. During training, the generator and 

discriminator compete with each other, which leads to better production of the sharp image and 

distorted image detection. Also, an essential condition must be used in training the generator part, 

which is a content loss function that guided the generator not to generate uncorrelated images with 

the sharp image; MSE, SSIM, or Perceptual losses can be used as the content loss function[25, 26]. 
 

4. IMAGE QUALITY ASSESSMENT 
 

Image quality assessment (IQA) is used to measure how the image restoration process is succeeded; 

it determines if the resulted image's quality is good enough. Depending on the availability of a 

reference Image, the IQA methods fall into three categories:  full reference (FR), no-reference 

(NR), and reduced-reference (RR) methods [27]. The most methods used in FR IQA are Spatial 
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domain, which includes: mean squared error (MSE), root mean squared error (RMSE), signal to 

noise ratio (SNR), peak signal to noise ratio (PSNR), human visual system (HVS), structure 

similarity index method (SSIM),  Features Similarity Index Matrix (FSIM), transformation domain, 

and learn the based method. The MSE is calculated, as shown in equation 9, by taking the 

summation of squared error between each pixel in restored 𝑓 and original image 𝑓 then divided by 

the total number of pixel in that image. The RMSE, as its name indicates, is produced by taking 

the root of MSE, RMSE=√𝑀𝑆𝐸 [27].  
 

𝑀𝑆𝐸 =
∑ ∑ (�̂�(𝑥,𝑦)−𝑓(𝑥,𝑦))

𝟐𝑵
𝒚=𝟏

𝑴
𝒙=𝟏

M×N
 ……  (9) 

 

The SNR, as shown in equation 10, is measuring the signal power (the original image 𝑓) to the 

noise power, which is the difference between restored image 𝑓 and the original image 𝑓 from 

equation 10, it is noticed that noise is equal to 𝑀𝑆𝐸 multiplies by (M × N). The PSNR is calculated 

by peak signal power to the distorting noise (MSE) power, as shown in equation 11; when the pixel 

is 8 bits, the peak value is 255 [19]. 
 

𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
∑ ∑ (𝑓(𝑥,𝑦))𝟐𝑵

𝒚=𝟏
𝑴
𝒙=𝟏

∑ ∑ (�̂�(𝑥,𝑦)−𝑓(𝑥,𝑦))
𝟐𝑵

𝒚=𝟏
𝑴
𝒙=𝟏

) ……  (10) 

 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10 (
𝑝𝑒𝑎𝑘𝑣𝑎𝑙𝑢𝑒2

MSE
) ……  (11) 

 

The human visual system-based metrics (HVS) are trying to evaluate the restored, and distorted 

images as human eyes perceptually see the difference between two images; this requires modeling 

the human eye, which required many physiological and psychophysical experiments[28]. The HVS 

implemented by applying the discrete cosine transform (DCT) and then contrast sensitivity function 

(CSF) on both the reference and images need to be judged. The CSF is a band-pass filter associate 

with the human eye see images in the frequency domain. The HVS could be calculated by 

measuring, using the MSE,  the difference between the reference image's CSF and distortion or 

restored image's CSF[28]. 
 

The structure similarity index method (SSIM) is a perception-based model; the SSIM measures the 

similarity between two images; this method is usually used to measure the compressed image's 

quality. Unlike MSE and PSNR measure the absolute error, the SSIM give more information about 

how two images are similar to each other by measuring the similarity between the two images by 

three terms luminance 𝑙(𝑥, 𝑦), contrast 𝑐(𝑥, 𝑦) and structure 𝑠(𝑥, 𝑦) [29]: 
 

𝑙(𝑥, 𝑦) =
2μ𝑥μ𝑦+𝐶1

μ𝑥
2+μ𝑦

2+𝐶1
 ……  (12) 

 

𝑐(𝑥, 𝑦) =
2σ𝑥𝜎𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
 ……  (13) 

 

𝑠(𝑥, 𝑦) =
𝜎𝑥𝑦+𝐶3

𝜎𝑥𝜎𝑦+𝐶3
 ……  (14) 

 

Where μ𝑥 and μ𝑦 are the average of original and restored images, respectively, σ𝑥 and 𝜎𝑦 the 

standard deviations of the two images, 𝜎𝑥𝑦 is the cross-covariance of the two images, and 𝐶1, 𝐶2 

and 𝐶3 are constants close to zero. 
 

The general form of SSIM is calculated from the three terms as shown in equation 15: 
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𝑆𝑆𝐼𝑀 (𝑥, 𝑦) =   [𝑙(𝑥, 𝑦)]𝛼   [𝑙(𝑥, 𝑦)]𝛽  [𝑙(𝑥, 𝑦)]𝛾  ……  (15) 
 

Where α, β, and γ are the positive constants, usually set to be α=β=γ=1, so the equation of 15 

become equation 16:  
 

𝑆𝑆𝐼𝑀 (𝑥, 𝑦) =
(2μ𝑥μ𝑦+𝐶1)(2𝜎𝑥𝑦+𝐶2)

(μ𝑥
2+μ𝑦

2+𝐶1)(𝜎𝑥
2+𝜎𝑦

2+𝐶2)
  ……  (16) 

 

The features similarity index matrix (FSIM) measures the similarity between two images based on 

phase congruency (PC) and gradient magnitude (GM); the phase congruency is a frequency-based 

algorithm that gives the critical feature of an image without affected by contrast. the gradient 

magnitude (GM) of an image is given as [29]: 
 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2 ……  (17) 

 

Where 𝐺𝑥 and 𝐺𝑦 are respectively the horizontal and vertical gradients. If the phase congruency 

feature result 𝑃𝐶1 and 𝑃𝐶2 for two images 𝑓1 and 𝑓2 respectively, and 𝐺1 and 𝐺2 are the gradient 

magnitude of 𝑓1 and 𝑓2, the similarity of the two images is: 
 

𝑆𝐿 = 𝑆𝑃𝐶(𝑥)𝛼 . 𝑆𝐺(𝑥)𝛽  ……  (18) 
 

 Where α and β are adjusting parameter similar used in SSIM above, 𝑆𝑃𝐶 and 𝑆𝐺 are respectively 

measure the similarity using 𝑃𝐶1 and 𝑃𝐶2And the similarity by 𝐺1 and 𝐺2, as shown in equation 

19 and 20, where 𝑇1and 𝑇2 are constants close to zero. 
 

𝑆𝑃𝐶 =
2 𝑃𝐶1𝑃𝐶2+𝑇1

𝑃𝐶1
2+𝑃𝐶2

2+𝑇1
 ……  (19) 

 

𝑆𝐺 =
2 𝐺1𝐺2+𝑇2

𝐺1
2+𝐺2

2+𝑇2
  ……  (20) 

 

Image distortion could be seen in the wavelet and DCT transformations domain, so these 

transformations could be used to evaluate the restored image by extracting the feature in the wavelet 

or DCT domain [30]. Figure 2 shows an example for image metrics MSE, PSNR, and SSIM for 

the reference(sharp), distorted, and the restored images[31]. 
 

 
      Reference image                              Distorted image                          Restored image 

                                                                   MSE=538                                     MSE=104 

                                                                   PSNR=20.8                                  PSNR=27.95 

                                                                   SSIM=0.46                                   SSIM=0.81 
 

Figure 2. Image metrics for reference, distorted, and restored images. 
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In practical application, the image reference image is not available, so no-reference (NR) IQA is 

needed to be used. There are mainly two NR IQA, the feature-based approach by building a model 

for a specific image artifact and a learning-based approach such by using neural networks. A deep 

neural network (DNN) is supplied by standard image (not distorted) and distorted with various 

artifacts and blurring types with its IQA value (manually) after the DNN trained well; it could be 

used to calculate the IQA and gives the artifact types [32, 33]. 
 

The Perceptual Evaluation of Audio Quality (PEAQ) is usually used to determine the decoded 

audio signal's quality by different coding methods by comparing non-coded audio signals with 

decoded ones; however, the PEAQ could be used for general audio signal restoration. Briefly, 

PEAQ compares two audio signals by first pre-processing the two signals, then using the short-

time Fourier transform (STFT) or filtering bank, aided by a  psychoacoustic model form features. 

The quality grade is found by applying these features to a regression model[34]. Recently deep 

learning is used for measuring audio quality that could be implemented in a various but 

straightforward method is to feed audio signal onto a CNN after converted to spectrograms, to get 

features (after activation function), these features then compare with clean signal's features to 

calculate the perceptual audio quality[35]. 
 

5. DATASET 
 

Datasets play an essential role in developing and evaluating restoration algorithms, extraordinarily 

for deep learning-based algorithms. Datasets used in this domain problem usually require distorted 

images and clean or sharp images used as ground truth images. It is a great challenge to create these 

pairs of images, except for some cases, the distortion process needs to be modeling; distorted 

images are synthesized from clean images by adding the modeled distortion. The synthesized 

distorted image must be similar to the real one; else, algorithms could not succeed in the real-world 

image[36]. For deep learning-based gigantic datasets are required for training, but this will 

tremendous computational power; for this reason, many restoration networks use for some parts 

pre-trained networks if available or, by apply transfer learning technique where a pre-trained 

network modified to fit the problem by removing the last layers[29]. 
 

6. LITERATURE REVIEW 
 

Here, a literature review of related works is discussed. 
 

HONG-XIA DOU1 et al. [37] proposed an algorithm for image restoration using modified 

Tikhonov regularization (MTR) based on standard Tikhonov regularization accelerated by using 

the Lanczos preconditioner technique. A preconditioned MTR (PMTR) algorithm is then designed 

based on the conjugate gradient least squares (CGLS) method to solve the ill-posed problem. Their 

results showed that the proposed algorithm has a good and stable performance in terms of PSNR 

and relative error (ReErr).  
 

Chidananda Murthy M V et al. [38]. This paper made a comparative analysis for image restoration 

for images degraded by several types of artifacts like Gaussian noise, motion blur, and out-of-focus 

blur; the analysis applied several methods, including Weiner filter, Lucy Richardson Constrained 

Least Square(CLS), and blind deconvolution methods. Their results and analysis show that the CLS 

filter outperformance other filters, by testing it against blurring and noise combinations, gives the 

best performance according to PSNR, MSE, and Correlation index (CI) metrics. 
 

Arun Kumar Patel et al. [39] described a method to remove the motion blur present in the image 

taken from any camera. To minimize the computational complexity, they implemented an 

algorithm by using a Wiener filter and wavelet-based image fusion. They found, according to their 
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result, that the proposed algorithm gives better performance compared Wiener filter and other blind 

convolution methods in terms of SNR and RMSE.  
 

Madhuri Kathale1 et al. [40] discussed various motion deblurring techniques and proposed image 

restoration using statistical local and non-local approaches by using adaptive discrete cosine 

transform(DCT). The statistical approach to produce restored image with local smoothness and the 

non-local approach to maintenance self-similarity with the original image. The split Bregman-

based algorithm was used to solve distorted structure images due to inverse problems.  
 

Charu Khare et al. [41] discussed practical algorithm techniques for image restoration such as 

histogram Adaptive Fuzzy (HAF), weighted fuzzy mean (WFM) filter, Minimum-maximum 

detector Based (MDB) filter, adaptive fuzzy median (AFMF) filter, and others; then presented a 

novel algorithm for analysis different filtering methods image enhancement and restoration using. 

They applied these restoration techniques on the LENA image distorted by many artifacts in 

different levels; their result shows that HAF gives about 5 dB PNSR more than the closet 

performance technique (AFMF). 
 

Sheelu Mishra et al. [42] proposed an image restoration and image enhancement technique that 

will be used to restore the original image from a fog degraded image by using an integrated 

technique that will integrate the non-linear enhancement technique with the gamma correction and 

dynamic restoration technique. The proposed work claimed to be very simple but effective for 

restoring clear images from foggy ones in real-time. Their proposed algorithm worked by using an 

adaptive median filter after re-blurring the image with two Gaussian kernels, producing two 

images, then calculating the average of gaussian blurring to estimate the absolute image depth. The 

proposed method was applied on many hazy images; for the village image, the contrast 

improvement by 0.4030 with 0.084% saturated pixel.  
 

Poonam Baruah et al. [43] presented an image restoration by denoising based on soft thresholding. 

The process recovers the degraded images by adopting a dynamic wavelet transform to minimize 

the error to the extent that it helps achieve satisfactory, quality, and suitable forms for specific 

medical applications. Several types of noise are used to distort images, such as Gaussian, impulse, 

and Poisson noise, in their work. The restored image was produced by removing noise using an 

adaptive dynamic process of wavelet transform (WT); this process is made dynamic by continuing 

the process until it achieves the desired goal. Their proposed approach provides a 2.45 to 9.92% 

PSNR improvement for restored images.  
 

Fazil Altinel et al. [44] proposed an image inpainting method using an energy-based model to learn 

the structural relationship in an image between non-masked and the masked regions. Their 

proposed claimed to be outperformance, by PSNR of 2.23 dB, the GANs based methods. In their 

work, the CNN is used to find an energy function to learn the structural relationship between 

missing and non-missing parts. They designed a CNN of two paths, the first one takes distorted 

image by missing part, and the latter takes the restored image produced by the algorithm; during 

the training phase, using the L1 distance between the estimated image and its reference (non-

distorted image), the CNN learns to provide energy function produce restored image similar to the 

ground truth image. 
 

H. Lin et al. [45] created two datasets KADID-10K and KADIS-700K, which could be very useful 

for evaluating restoration algorithms based on the IQA, specifically for the deep learning-based 

algorithm. The KADID-10K has only 81 images and 140,000 for KADID-700K; they applied 25 

types of image distortion, which includes: brightness changing, color shifting, compression, and 

different kind of noise, by creating new methods for distortion and utilize the existing ones. Images 

in their dataset are distorted by these 25 distortion types in five levels range based on visual quality, 
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level 5 will give the worst distortion, and level 1 is the less one. Also, they evaluated eighteen IQA 

methods, seven for NR-IQA and the rest for FR-IQA. 
 

Y. Li et al. [46] introduced an audio-to-audio solution for denoising historical music using the GAN 

network by changing the domain problem from audio to image-like, using short-time Fourier 

transform (STFT). The GAN network consists of a generator and two discriminators. The generator 

model based on the U-Net network takes the STFT of the noisy music as input and tries to produce 

a clean one using inverse STFT. The first discriminator based on STFT has an architecture similar 

to the generator's encoder part, the second discriminator in the waveform domain using the same 

architecture of MelGAN. A dataset was created to train the GAN network, from old digitized music 

of two sources, one available on Public Domain Project, and the latter a collection of CD-quality; 

the dataset contains pairs of clean audio music and its noisy version, the clean one is a modern 

recording used as ground truth, and the noisy version is synthesized by adding noise. The noise is 

extracted from the old music's time domain at the low-energy segment of 100 ms, which represents 

the pause of music, then synthesized noisy music is created by mixing the clean music with 

overlapping these noise segments. 
 

T. Hsieh et al. [47] proposed an end-to-end for speech enhancement and restoration; the proposed 

method is waveform-mapping-based, without using signal transformation like STFT or MFCC. 

They built a deep neural network called WaveCRN that utilizes both the input waveform's local 

and sequential features. The waveform input X goes through a 1-D CNN to produce a local feature 

mapped F. The computationally of the CNN is reduced by choosing the convolution strive to be 

half the kernel size. The sequential features are captured using the bidirectional simple recurrent 

units (Bi-SRU) instead of long short-term memory (LSTM) because the SRU is more efficient for 

utilizing parallel computing. The Bi-SRU create sequential features by using the features produced 

by the 1-D CNN  in both directions to produce restricted feature mask (RFM) M, then masked 

feature map F is produced by multiply M by F. Finally, the speech waveform of the same length as 

the input waveform is regenerated by using a transposed 1D Convolution. 
 

O. Kupyn et al. [48] introduced a conditional GAN(DeblurGAN) for an end-to-end for image 

restoration of motion blurring. The DeblurGAN architecture, as shown in figure 3, like other 

GANs, consist of a generator and discriminator (critic).  
 

 
 

Figure 3. DeblurGAN Architecture 

 

The generator takes a distorted image and produces an approximation of the sharp image; the 

discriminator tries to determine if it is produced by a generator (fake image) or a real image. They 
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use a combination of two-loss functions to train the network, as shown in equation 21, one for 

adversarial loss function, and the latter is content loss function. 
 

𝐿 = 𝐿𝐺𝐴𝑁 + 𝜆 ∙ 𝐿𝑋 ……  (21) 
 

Where 𝐿𝐺𝐴𝑁 is the adversarial loss focus on texture detail by using Wasserstein GAN, 𝜆 is a 

parameter equals to 100, and 𝐿𝑋 the content loss used for producing a restored image has similar 

general content to the distorted image. They use a feature map of the convolution layer to calculate 

the loss content instead of MSE or MAE using the activation function from VGG33 of the pre-

trained VGG19. 
 

O. Kupyn et al. [49], based on their succeeded network the DeblurGAN for motion blur restoration, 

built DeblurGAN-v2 according to their experiential results is state-of-the-art in both restoration 

quality, and network's complexity also introduced flexibility capabilities by using bulky or light 

CNNs as network's core based on targeted results efficiency or quality. The generator model in the 

GAN network is based on the feature pyramid network (FPN). 
 

P. Jia et al. [50] proposed Cycle-GAN deep neural network, a conditional GAN, to restore 

astronomical images and estimate the PSF. Their Cycle-GAN contains two generative models, the 

first generator (PSF-Gen), to estimate the PSF and the other (Dec-GAN) for image restoration by 

learning the deconvolution kernel. They tested their method with real astronomical images taken 

by solar telescope and small aperture telescopes; the Dec-Gen gives convenient restored images 

for solar images and can reduce the PSF variation of smaller telescopes. The PSF-Gen provides a 

non-parametric PSF model for short exposure images. 
 

Y. Zhou et al. [51] introduced a novel solution for image restoration of a degraded image taken by 

the under-display camera(UDC) due to lower light transmission rate and diffraction effects. Image 

restoration for this task required removing noise, apply anti blurring technique, and low-light 

enhancement. They used a camera with two types of displays: 4K Transparent OLED (T-OLED) 

and a phone Pentile OLED (P-OLED), to create two pairing datasets (sharp and degraded image), 

one with real image pairing and the latter is synthesized near-realistic paring by creating a model 

of the degradation process. They analyzed the two types of display according to light transmission 

rate, point spread function (PSF), and modulation transfer function (MTF). The light transmission 

rate was found to be 20% and 2.9% for T-OLED and P-OLED, respectively, measured by using a 

spectrophotometer and white light source. The PSF is measured by using a laser of (λ = 650nm). 

In T-OLED, the MTF effect on horizontal direction contrasts by nearly lost in the mid-band 

frequency due to diffraction, but for P-OLED, the MTF has zero effect, the MTF analyzed by 

recording sinusoidal patterns with increasing frequency in both lateral dimensions. Image 

restoration was done using a convolutional neural network with a similar structure to UNet and two 

sub-encoder. SSIM and perception loss evaluated the obtained results. 

 
Table 1 below compares some restoration techniques using the IQA: PSNR, MSE, and SSIM 

(comparing restructured and reference images). 
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Table 1. Comparing between methods for image restoration 

 
Method 

name 

Dataset 

 

Tools objection PSNR MSE SSIM 

Pix2Pix[52

] 

 

 

 

 

 

 

 

 

Kohler[

53] 

 

Conditional GAN, 

Generator(U-Net), 

Discriminator(PatchGAN) 

Motion deblur 25.41 188.5 0.810 

DeblurGA

N[48] 

Conditional GAN, 

Generator(Resnet bloc), 

Discriminator(PatchGAN) 

Motion deblur 26.10 160.8 0.816 

DeblurGA

N-v2[49] 

Conditional GAN with two 

discriminators, FPN 

Motion deblur 26.72 139.4 0.836 

Sun et 

al.[20] 

Blur kernel estimation by 

CNN 

Motion deblur 25.22 197 0.773 

DeepDeblu

r[54] 

multi-scale  

CNN(ResBlock) 

Motion deblur 26.48 147.3 0.807 

DuRN-

U[55] 

 

GoPro[

54] 

 

Dual Residual Block Motion deblur 29.9 67.06 0.91 

DeepDeblu

r [54] 

multi-scale  

CNN(ResBlock) 

Motion deblur 28.3 96.93 0.92 

Sun et 

al.[20] 

Blur kernel estimation by 

CNN 

Motion deblur 24.6 227.2 0.84 

[56] Motion flow estimation Motion deblur 23.64 283.4 0.823 

Y. 

Zhou[51] 

- UNet based architecture(two 

sub-encoder) 

Image 

restoration 

under-display 

camera(T-

OLED) 

36.69 14.04 0.971 

 

Table 2 shows some methods used for speech enhancement by comparing the improvement speech 

with the noisy one, using metrics  Perceptual Evaluation of Speech Quality (PESQ), which is 

similar to PEAQ but for speech, and segmental SNR(SSNR). 
 

Table 2: Comparing methods for speech enhancement. 
 

Methods name Dataset Tools ΔPESQ Δ SSNR 

Wiener filter  

 

[47, 57] 

- 0.25 3.39 

SEGAN[58] Conintial GAN, 1D Generator 0.19 6.05 

WaveCRN[47] CNN, SRU 0.67 8.58 

Wave-U-Net Wave-U-Net 0.65 8.37 

NMF  

[59, 60] 

- 0.14 1.53 

LMMSE - 0.20 3.15 

NRPCA - 0.25 27.15 

DNNP[60] MFCC,DNN 0.49 4.4 
 

7. CONCLUSIONS 
 

Restoration technologies play an important role in the DSP field, as all methods attempt to obtain 

a restored version that looks as similar as possible to the original versions, and there is no perfect 

algorithm to restore the exact original version in the case of real-world problems. All restoration 

research approximately share the same steps, including preparing appropriate datasets, building a 

restoration model and fine-tuning it with train datasets, and finally evaluating the restoration results 

using test datasets with metrics such as PSNR, SSIM, and others. In this research, we explain the 

theories and models for image and signal restoration and try to cover most of the terms and methods 
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in this field; then, several types of research are discussed, including the most recent. Deep learning 

has become the predominant approach for the restoration process, almost bypassing traditional 

methods such as wiener filer and others; because deep learning methods give fair and realistic 

results compared to traditional techniques, and in the case of using GANs could be inpainting the 

unrestorable parts with most other parts and appear realistic. More researches are needed to reinvest 

in the traditional method by somehow combining it with deep neural networks. 
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