Effective Malware Detection Approach Based on Deep Learning in Cyber-Physical Systems

Srinivas Aditya Vaddadi\textsuperscript{1}, Pandu Ranga Rao Arnepalli\textsuperscript{2}, RamyaThatikonda\textsuperscript{3}, Adithya Padthe\textsuperscript{4}

Doctor of Philosophy, Information Technology, University of the Cumberlands, USA

Abstract

Cyber-physical Systems based on advanced networks interact with other networks through wireless communication to enhance interoperability, dynamic mobility, and data supportability. The vast data is managed through a cloud platform, vulnerable to cyber-attacks. It will threaten the customers in terms of privacy and security as third-party users should authenticate the network. If it fails, it will create extensive damage and threat to the established network and makes the hacker malfunction the network services efficiently. This paper proposes a DL-based CPS approach to identify and mitigate the malware cyber-physical system attack of Denial of Service (DoS) and Distributed Denial of Service (DDoS) as it ensures adequate decision support. At the same time, the trusted user nodes are connected to the network. It helps to improve the privacy and authentication of the network by improving the data accuracy and Quality of Service (QoS) in the network. Here the analysis is determined on the proposed system to improve the network reliability and security compared to some of the existing SVM-based and Apriori-based detection approaches.

Keywords


1. Introduction

Network-related activities are rising rapidly every day, and confidential information is expanding significantly. In this situation, the network faces issues related to security as intruders, i.e., Unauthorized users, contain those activities that are malicious and have any unwanted activities. Mainly, the intruder intends to attempt the confidential data [1]. Based on the various security-based network methods, they are overcoming the attacks and illegal activities on the physical systems through cyber-attacks. It still exists on it even though the methods are applied to it. So, an effective intrusion system should be needed to prevent those attacks based on the system related to the network intrusion approach. Several intrusion systems exist in the current scenario as there are broadly classified as Denial of Service (DoS) [2], Cross-Site Scripting (CSS) [3], etc., and are used to overcome the attacks that still exist.

In this case, the network will have different services so that cyber-physical systems will associate with cyber systems with some physical processors based on many loops. Many IoT-based sensors are added such that actuators and other elements are added and integrated and form a network structure [4]. The above will helps to create a network so that they can communicate through TCP/IP-like network-oriented connections and many protocols related to wireless networks. Then the system about cyber-physical will have many intrusions that are prone to the network, which is simple in structure. The cyber-based systems will make the system safe and secure; even system
failure will happen and trigger based on the attacks. The intruder will cause more damage to the system even based on the system being controlled, and people will depend on those systems. Thus, the above scenario can avoid attacks based on cyber-physical systems with effective network intrusion systems [5]. Then the cyber-physical systems will be triggered to generate the resource and process the physical systems. This makes it be controlled physically through the process of network computation and network communication through the connection of network devices.

These network devices will enable the access of the resource remotely and control the network devices and systems of cyber-physical and various network machines, making them more critical and essential for multiple industrial scenarios [6]. When the users are more dependent on the cyber system, the methods get executed on the implementation of different security threats, and it may result in severe damage to the objects of the physical nature system. Also, it will directly reflect on the users who now depend on those cyber systems. Finally, the effective network intrusion detection system will execute activities to avoid those that damage the system based on network attacks.

The Internet of Things (IoT) is considered an important medium to communicate with the world through IoT devices and make everything possible. Through IoT devices, we can achieve our daily activities in a facilitated way. Some IoT devices include smartphones, intelligent E-bikes, autonomous cars, smart temperature sensors, etc., which can be applied in various fields. As a result of these tremendous results, data generation will be in large volume from IoT devices and their supporting platforms. These data should be transmitted and stored through back-end storage centers such as Cloud infrastructure. Some unique computing capabilities are needed to compute the large volume of data other than regular traditional extensive data analysis. IoT devices generate continuous streaming data, which is in raw format. These data directly cannot be handled for storage and another process [7]. These data should be processed and cleaned to extract the meaning of complete information and knowledge from the raw data. The next step is to handle the heterogeneity of data from different IoT devices, dependent on the application domain of e-health, intelligent vehicles, smart electricity grids, innovative home management, etc. IoT’s impact on business fields will be more in the coming years, as per the survey from McKinsey’s report. The economic impact of IoT-based services will boom the growth of many sectors to a new level. The annual economic impact of IoT in 2025 will be between $2.7 to $6.2 trillion. The result of IoT in various sectors in 2025 [8] is in Figure 1.

Figure 1. Components of Cyber-Physical System.
The research objective is mentioned below,

- The modified deep learning approach based on Cyber-Physical Systems (CPS) is proposed to effectively process those IoT-based data with enhanced data security.
- Based on the deep learning model, Modified DL-based Auto-Encode to perform the data processing effectively.
- The modified data access algorithm helps to process the raw data generated from IoT from time to time, and it helps to convert the data to knowledge data.
- Then the data are secured based on policy access control against attacks like DoS and DDoS.
- The performance analysis approach helps to provide an effective classification of data and reliable data to be maintained. The security of IoT data is to be verified against DoS and DDoS attacks on cyber-physical systems in real-time applications.

The paper is organized as follows; the existing works are discussed in section 2. Then the research methodology is discussed in section 3. The performance analysis with accuracy and execution time is analyzed in section 4. Finally, the conclusion is discussed in section 5.

2. LITERATURE SURVEY

In the literature survey, intrusion-based network systems will play a vital role in the research area. Various machine learning approaches still exist and are proposed as the related study in the current scenario. Then multiple datasets are used as generated ones that are analyzed and refined through various learning models. Initially, these machine learning models are being used on the intrusion network systems that are added and integrated to make salient information such as selection of features, paradigm integration, and various deep learning models [9]. The critical activities in cyber-physical systems are intrusion detection systems that can keep track of the essential feature with adequate quality to identify the data and remove unwanted or irrelevant information features [10].

It makes to reduce the feature dimension based on the datasets that are used. Then [11-13] propose the hybrid method, which integrates both a Support Vector Machine (SVM) and a Genetic Algorithm (GA). It analyses and extracts the datasets through a learning algorithm, making the genetic algorithm more efficient than the support vector machine. Then the learning algorithm will make associated with feature subset selection. [14] Proposed a malware detection model associated with cloud computing based on packet networking. Identifying packets, considered the input, uses data mining to reduce the packet knowledge, which helps to validate whether malware is detected. Data mining will analyze data extraction, but the learning algorithm will learn the input dataset. So, SMMDS based malware detection model will follow the machine learning technique in table 1.
Table 1. Various ML / DL Methods based on Data Processing

<table>
<thead>
<tr>
<th>ML methods / DL Methods</th>
<th>Data processing Type</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-nearest neighbor (KNN)</td>
<td>Classification</td>
<td>Tree-based search [15]</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>Classification</td>
<td>Detection of microcalcification clusters in digital mammograms [16]</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>Regression</td>
<td>Estimation of market values of the football players in the forward positions [17]</td>
</tr>
<tr>
<td>Random Forests</td>
<td>Classification and Regression</td>
<td>analysis of significant genome-wide association (GWA) datasets [18]</td>
</tr>
<tr>
<td>Daily Consumption Estimation Network and Intraday Load Forecasting Network</td>
<td>Edge devices, Control Center in Cloud</td>
<td>Smart meters (for different electronic gadgets) [19]</td>
</tr>
</tbody>
</table>

The framework is proposed to extract the feature during the installation of mobile applications and execute them. Then, the machine learning technique[20] components are trained using machine learning algorithms to perform data classification, which helps identify the malware. Here in this approach, substantial system resources and data loading time are limited. The proposal works to construct a detection-based malware detection model, and an anomaly occurs in mobile applications [21]. To operate feature information, some machine learning algorithms such as naïve Bayes and logistics calculate the accuracy rate among the data [22]. As in this approach, specific parameters are not considered, as mentioned, CPU utilization, data memory, battery, and training data as the limitations in Table 2.
### Table 2. Existing Work Comparison based on deep learning based Error Detection

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Title of the paper</th>
<th>Techniques used</th>
<th>Merits</th>
<th>Gap Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deep Learning: Edge-Cloud Data Analytics for IoT [23]</td>
<td>Auto Encoders in the Edge-machine learning in the Cloud IoT data analytics</td>
<td>Dimensionality reduction</td>
<td>It needs further investigation to improve services; handling high-dimensional data is not given.</td>
</tr>
<tr>
<td>2</td>
<td>Learning IoT in Edge: Deep Learning for the Internet of Things with Edge Computing [24]</td>
<td>They are deep Learning for IoT in the EDGE computing environment using multiple CNN and process scheduling.</td>
<td>Increased data processing while performing in an EDGE computing environment.</td>
<td>There is a need for practical implementation.</td>
</tr>
<tr>
<td>3</td>
<td>A Comparative Study of Classification Techniques for Managing IoT Devices of Common Specifications [25]</td>
<td>WEKA data mining tool, KNN, Naïve Bayes, SVM, Random Forest</td>
<td>Worked on different classification algorithms and proposed the best matching algorithm</td>
<td>I still have to work with different classification algorithms with varying data sets to implement them practically.</td>
</tr>
<tr>
<td>4</td>
<td>Deep Learning and Big Data Technologies for IoT Security [26]</td>
<td>TensorFlow, Pytorch, Anomaly detection, Malware detection</td>
<td>Different Deep Learning architectures and Big Data technologies were discussed</td>
<td>Execution time extends with implementing big data and DL technologies in IoT data.</td>
</tr>
<tr>
<td>5</td>
<td>IoT Data Processing: The Different Arch types and Their Security and Privacy Assessment [27]</td>
<td>Mobile-Edge Computing, Cloudlets, and discussions on different Security policies</td>
<td>Security threats at each level of the data processing layer are discussed.</td>
<td>Needs further discussion on Security policies and risk calculations in the EDGE or Cloud environment.</td>
</tr>
</tbody>
</table>

### 3. Research Methodology

IoT-connected devices will touch 25 billion by 2022, according to research. IoT devices generate huge volumes that should be pre-processed to avoid noisy, unlabeled, and missing data. Data should be processed to extract knowledge from the information data. By implementing an appropriate DL model, we can achieve the desired output [28]. In IoT search technology, intelligent devices access personal information like health, age, etc., which threatens privacy data. An effective access control mechanism is needed to secure the data classified from IoT devices. Some of the existing algorithms for Data security are categorized based on centralized, distributed, and hybrid. Deep learning represents a new field in machine learning research that places the network in the form of large numbers of examples at a given level of accuracy.

In recent years, profound learning algorithms have been improved to a high standard and proven to be extraordinary precision. Because of its higher accuracy is an obvious option in various industries, including automatic driving, aerospace, defense systems, defense science, and the
advertising industry [29]. The main benefit of deep learning is that the size of the label data increases and will continue to improve its accuracy. Many new libraries are being built and available as a relatively recent phenomenon. TensorFlow, a development team of Google's Google Brain team in the Research Center for Machine Intelligence, was initially created by scientists and engineers.

Deep learning and deep neural networks are particularly relevant in machine learning techniques to take into account (DNN)[30]. These revolutionized artificial intelligence with the advent of high-computing GPUs in several fields of engineering and IT. While IDS' DNN technology is still in its early stages, several examples of its application in cyber security do occur. It used the KDDCup '99 dataset in its study for Long Short Term memory (LSTM). The LSTM-RNN achieved a precision of 96.93% and 98.88% memory.

Abolhasanzadeh used an automatic deep encoder as a data attack detector. The test performed on the NSL-KDD test set was used to detect intrusions for dimensional bottleneck reduction. It was concluded that intrusion detection in the real world was accomplished with the accuracy promised as it considers using a limited Boltzmann computer (RBM). The network can be used for the identification of anomalies by learning from a real-world dataset for 24 hours. Alom provided several experiments to the Deep Belief Network (DBN) for performing intrusion detection. To distinguish unforeseen attacks, the authors trained the DBN on NSL-KDD. The invention of GPU card hardware and computing capabilities makes DNN processes an excellent alternative to conventional approaches and a panacea for overcoming the problems facing CIP institutions.

3.1. Deep Learning Methods On Cyber Attack Detection

A network attack detection approach is proposed based on a sparse self-encoder and self-trained DL. For unattended learning tasks, the large self-encoder is first used. The learning functions are subsequently fed into the deep regression pattern in attacks and standard classification of the data. This is resolved by using the Deep RNN (RNN-Aes) process. API requests allow the auto encoder to learn the representations of malware—Application Program Interface. APIMDS is used in testing. The LSTM-based decoder method is proposed.

![Figure 2. DL-based CPS for Hospital Monitoring System.](image-url)
The CAPTCHA images are not publicly identified. The CAPTCHA generation software is used to create experimental data in this area. The malware detection model based on DL comprises Stacked Auto Encoders (SAEs) and is known as DL4MD. The method has two key components: extraction of the function and classification of DL. In two steps, the model detects malware: unsupervised pre-train back propagation monitored. This network's data was extracted using Windows API calls from Portable Executable (PE) files. The method can be validated using data from the Comodo Cloud Security Center, including samples of files, malware, benign files, and unfamiliar files.

Deep learning and big data technologies have been discussed in IoT data security and processing data [14]. Some existing Deep learning architectures include Autoencoder, recurrent neural network, and DBN. Etc. Those DL-based architectures are implemented.

![Figure 3](image.png)

**Figure 3. Data Processing with Cloud Security with data reduction**

Figure 3 gets processing the data, which is being transferred/exchanged in the framework of DL-based CPS for Hospital Monitoring System in Figure 2 as some confidential data are communicated between the patients / Users, hospital doctors, nurses, etc.

They are using TensorFlow, Caffe, PyTorch., etc. Existing security applications of IoT include Anomaly detection, Host Intrusion Detection System, and Malware Detection in Figures 2 and 3. There are specific limitations to the existing work mentioned below, Limited Datasets, Detection rate efficiency, and Effective computation rate.

Algorithm 1: Modified DL-based Auto-Encode for Reducing the Data

**Input:** Data' d
**Output:** Original Data Extraction

Initialize the data 'd'

Data are processed through the hidden layer

Auto encoder to learn to data representation \( R(d) \).

**Auto-Coder:**

\( R(d) \rightarrow \text{Compress the data} \)

Compress the data based on Random and Random Shuffle Functions;
In algorithm 1, modified deep learning makes some automated processes as it helps to reduce the data processing based on the data input. Those data are processed using a hidden layer as it makes data representation using an auto-encoder. Initially, the data gets compressed in the form of a polynomial equation. The data are compressed based on random and random shuffle functions. Then the data are performed with some interleaving process, and the compressed data is into abstract data representation. Then, the decoding process is recompressed based on random and random shuffle functions, and a reverse bit interleaving process is performed to restore the original data. In algorithm 2, service security is initiated based on the encoder and decoder module.

**Algorithm 2: Encoder and Decoder Service Initiation**

```
Input: Datasets
Output: Base Decoder

// Encoder
Encoder (Module)
Definition Init
    Super (Encoder). Initiation
Definition Forward
    Raise Error

// Decoder
Decoder (Module)
Definition Init
    Super (Decoder). Initiation
Definition Initiation State
    Raise Error
Definition Forward
    Raise Error
```

**b. Security Verification Algorithm**

1. The user requested access to the gateway
2. The gateway gets authorization decisions from Packet Data Protocol (PDP)
3. PDP will evaluate the local policies in it
4. PDP sends the decision authority
5. Finally, the gateway will send the user the accepted (or) rejected access.
   // Distributed Approach
6. Initialize the user, gateway, and device-associated packet data protocol.
7. The above same process gets repeated for the distributed approach.

In this study, the larger datasets can be applied to the performance analysis, and a few more attributes can be considered. As the limitations of this study, security verification and validation can be performed on the security tool concerning DoS and DDoS.
4. Performance Analysis

In this performance analysis, 30,000 datasets are considered based on SCADA as it contains Source packets, total packets, total bytes, source ports, destination packets, and source bytes as it helps to perform data pre-processing. To calculate the data classification activity by varying the input based on sizes. Based on table 3, calculate the recall based on feature subset extraction based on various intrusions like DDoS, SQL injection, etc. the recall with DDoS and SQL injection is performed in the proposed approach based on the number of Epochs as it gets varied from 10 to 50. Table 3 inferred that the Recall value gradually increases as the number of epochs increases.

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Recall DDoS</th>
<th>Recall SQL Injection</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>20</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>30</td>
<td>0.84</td>
<td>0.89</td>
</tr>
<tr>
<td>40</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>50</td>
<td>0.78</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Figure 4 shows data accuracy for the proposed system concerning test and train data by varying the epoch from 10 to 50. The data accuracy increases and performs effectively for the proposed DL compared to the existing SVM and Apriori algorithms. Based on the number of epochs, the average data accuracy gradually increases for the proposed one.
Figure 5 shows data loss for the proposed test and train data system by changing the epoch from 10 to 50. Failure in the data gets reduced for the proposed DL compared to the other existing algorithms, such as SVM and Apriori. The Average data loss gets lower even if the number of epochs increases for the proposed DL-based approach.

5. CONCLUSION

To develop a framework for Data processing in each level of IoT devices and to provide data security. Data processing can be done at Fog/Edge and Cloud levels. Access Control mechanisms will be applied at each level to handle the data securely. Data processing and access control will be combined as a single unit in this framework to provide quality classification in data and reliable, efficient, and scalable IoT security solutions. The feature selection approach helps to minimize the featured datasets and perform better. Then featured set can identify the malware with data misclassification-based errors with better accuracy. Then apply a machine learning algorithm to provide better detection and computation. In future work, advanced deep learning can be used in managing significant data processing and in real-time applications.
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