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ABSTRACT 

 In this paper, we present a segmentation-based word spotting method for handwritten documents using 

Bag of Visual Words (BoVW) framework based on curvature features. The BoVW based word spotting 

methods extract SIFT or SURF features at each keypoint using fixed sized window. The drawbacks of these 

techniques are that they are memory intensive; the window size cannot be adapted to the length of the 

query and requires alignment between the keypoint sets. In order to overcome the drawbacks of SIFT or 

SURF local features based existing methods, we proposed to extract curvature feature at each keypoint of 

word image in BoVW framework. The curvature feature is scalar value describes the geometrical shape of 

the strokes and requires less memory space to store. The proposed method is evaluated using mean 

Average Precision metric through experimentation conducted on popular datasets such as GW, IAM and 

Bentham datasets. The yielded performances confirmed that our method outperforms existing word spotting 

techniques. 
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1. INTRODUCTION 

Retrieving information from huge collection of historical and modern documents is useful for 

interpreting and understanding documents in various domains. Document digitization provides an 

inspiring alternative to preserve valuable historic and modern manuscripts. However, digitization 

solitary cannot be obliging until these collections of manuscripts can be indexed and made 

searchable. Spotting particular regions of interest in a digital document is easy owing to the 

possibility to search for words in huge sets of document images. The procedure of manual or 

semi-automatic transcription of the whole text of handwritten documents for searching any 

particular word is a tiresome and expensive job and automation is desirable in order to reduce 

costs.  In earlier research work, character recognition is used widely in order to search the 

required word in a document. Available OCR engines designed for different languages yield 

excellent recognition results on scanned images of good quality printed documents. However, the 

performance of OCR engines significantly degraded when applied to handwritten documents due 

to faded ink, stained paper, and other adverse factors of handwritten documents. Another factor is 

that traditional optical character recognition (OCR) techniques that usually recognize words 

character by character. The performance of the available OCR engine is highly dependent on the 

burdensome process of learning. Moreover, the writing and font style variability, linguistics and 

script dependencies are the impediments of such systems. Recently, research has been 

emphasized on word spotting in order to overcome the drawbacks of OCR engines on 

handwritten documents. Word spotting is a moderately new alternative for information retrieval 

in digitized document images and as possible as to retrieve all the document images, paragraphs, 
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and lines that contain words similar to a query word by matching the image of a given query word 

image with document images.  

In the handwritten word spotting literature, we can classify two different families of word 

spotting methods depending on the representation of the handwritten words [1]. The first category 

of techniques called as sequential word representations [2] describes handwritten words as a time 

series by using a sliding window in the writing direction. The second category of techniques 

called as holistic word representations [3] extracts a single feature vector with fixed size that 

represents the word as a whole. The drawback of sequential word representations is that size of 

the word's descriptors will depend on the width of the word which leads two different words and 

cannot be directly compared by means of a distance between points.  Holistic word 

representations are giving promising results in recent years. The main advantage is that these 

techniques extract fixed sized feature vectors and thus, two handwritten word images can be 

compared using statistical pattern recognition technique or any standard distances. 

In Holistic word representations, a good description of the word images is a key issue. The 

researchers have developed word spotting techniques using different feature representations. The 

shape descriptors are widely used in word spotting and shape descriptors can be classified into 

statistical and structural. The statistical descriptor represents the image as an n-dimensional 

feature vector, whereas, the structurally based techniques represent the image as a set of 

geometric and topological primitives and relationships among them. Statistical descriptors are the 

most frequent and they can be classified as global and local features. Global features are 

computed from the image as a whole, for example, widths, height, aspect ratio, the number of 

pixels. In contrast, local features are those which refer independently to different regions of the 

image or primitives extracted from it. For example, position/number of holes, valleys, dots or 

crosses, gradient orientation based SIFT and SURF features.  These features have been proved 

useful due to invariance to scale and rotation as well as the robustness across the considerable 

range of distortion, noise, and change in intensity. Hence, Scale Invariant Feature Transform 

(SIFT) [4] and Speeded Up Robust Feature (SURF) [5] features are extensively used in different 

computer vision applications such as image retrieval [6] and image classification [7] and sign 

board detection [8]. SIFT and SURF local feature descriptors have recently achieved a great 

success in the document image analysis domain. Hence, the researchers are adapting these local 

features for development of many applications in document analysis such as word image retrieval 

[9-10], logo retrieval [11], page retrieval [12].   

Many authors have proposed handwritten word spotting techniques based on the matching of 

keypoints extracted using SIFT or SURF. The techniques have been used to directly estimate 

similarities between word images, or by searching the query model image within complete pages 

in segmentation free circumstances. However, the key points matching framework presents the 

disadvantage that such methods are memory intensive and requires alignment between the 

keypoint sets. In order to avoid matching all the keypoints among them, the Bag of Visual Words 

(BoVW) technique has been used for word spotting in handwritten documents. The BoVW based 

word spotting methods yield holistic and fixed-length image representation while keeping the 

discriminative power of local descriptor. Rusinol, et al. [9] have proposed a segmentation free 

word spotting technique using BoVW model based on SIFT descriptors. The query by example 

model [13] where the local patches expressed by a bag of visual words model powered by SIFT 

descriptors. Rothacker, et al. [14] have proposed to combine the SIFT descriptors based on 

BoVW representation with Hidden Markov Models in a patch-based segmentation-free 

framework in handwritten documents. The drawback of SIFT-based word spotting in BoVW 

technique is that they are memory intensive; window size cannot be adapted to the length of the 

query, relatively slow to compute and match. The performances of these methods are dependent 

on length of the query with respect to the fixed size of the window. 
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In order to overcome the drawbacks of  SIFT based word spotting using BoVW, we proposed 

segmentation-based word spotting technique using a Bag of Visual Words powered by curvature 

features which describe spatial information of the local keypoint. The main contribution of our 

approach is that detection and extraction of curvature feature from word image. The literature 

survey on theories of vision reveals that curvature is important in shape perception and measures 

of curvature plays an important role in shape analysis algorithms. High curvature points are the 

best place to break the lines where a maximal amount of information can be extracted which are 

necessary for successful shape recognition. This is based on the information that the corners are 

points of high curvature. Asada, et al. [15] proposed an approach for representing the significant 

changes in curvature along the bounding of planar shape and this representation called as 

curvature primal sketch. The scale space approach [16] to the description of planar shapes using 

the shape boundary. The curvature along the contour was computed and the scale space image of 

the curvature function was used as a hierarchical shape descriptor that is invariant to translation, 

scale, and rotation. Recognition of handwritten numerals based on gradient and curvature features 

of the gray scale character proposed in [17]. Recently, in [18] proposed an approach for offline 

Malayalam recognition using gradient and curvature feature. An advantage of using curvature 

feature is that it reduces the dimension of the feature descriptor when compared to other local 

features. Hence, in this paper, for the purpose of shape description of handwritten word, curvature 

features at corner keypoints are used. Then, we constructed a BoVW framework based on 

curvature features. After construction of Bag of Visual Words of the training set and query image, 

Nearest Neighbor Search (NNS) similarity measure algorithm is used to retrieve word images 

similar to a query image. The remainder of this paper is organized as follows: in section 2, we 

present a brief review on existing word spotting techniques. This is followed by proposed 

handwritten word spotting. Section 4 provides experimental results of proposed approach and 

finally, the conclusion is given. 

2. RELATED WORK  

Word spotting was initially proposed by Jones, et al. [19] in the field of speech processing, while 

later this concept was agreed by several researchers in the field of printed and handwritten 

documents for the purpose of spotting and indexing. This approach enables to localize a user 

preferred word in a document without any syntactic restriction and without an explicit text 

recognition or training phase. The concept of word spotting [20] has been introduced as an 

alternative to OCR based results. The word spotting methods have followed a well-defined 

process. Initially, layout analysis is carried out to segment the words from document images. 

Then, the segmented word images are symbolized as sequences of features such as geometric 

features [21], profile based features [22-23], local gradient features [24]. Finally, similarity 

measure methods, such as XOR comparison, Euclidean distance, Scott and Longuet Higgins 

distance, Hausdorff distance of connected components, sum of Euclidean distances of 

corresponding key points. More, recently Dynamic Time Warping and Hidden Markov Models 

are used to compare the feature of query word image and set of word images presented in the 

dataset. Finally, retrieved word images are ranked according to this similarity. 

The state of the art word spotting methods can be categorized into two groups, segmentation 

based approach, and segmentation free approach. In segmentation based approach, the sequences 

of operations are applied to the document images. First, the document is pre-processed and based 

on text layout analysis; the document is segmented into word images. Then, analyzing and 

extracting feature descriptor from the segmented word image. Based on these feature descriptors, 

a distance measure is used to measure the similarity between the query word image and the 

segmented word image. Rath et al. [22] proposed an approach which involves grouping similar 

word images into clusters of words by using both K-means and agglomerative clustering 

techniques. They constructed an index that links words to the locations of occurrence which helps 

to spot the words easily. The authors in [25] have proposed word spotting technique based on 
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gradient based binary features can offer higher accuracy and much faster speed than DTW 

matching of profile features. Rodriguez, et al. [24] proposes a method that relaxes the 

segmentation problem by requiring only segmentation at the text line level.. Unsupervised writer 

adaptation for unlabelled data has been successfully used for word spotting method proposed in 

[27] based on statistically adaption of initial universal codebook to each document. Khurshid et 

al. [29] represent a word image as a sequence of sub-patterns, each sub-pattern as a sequence of 

feature vectors, and calculate a segmentation-driven edit (SDE) distance between words. The 

authors in [30] proposed a model-based similarity between vector sequences of handwritten word 

images with semi-continuous Gaussian mixture HMMs. Coherent learning segmentation based 

Arabic handwritten word spotting system [31] in which can adapt to the nature of Arabic 

handwriting and the system recognizes Pieces of Arabic Words (PAWs). Based on inkball 

character models, Howe [28] proposed a word spotting method using synthetic models composed 

of individual characters. 

On the other hand, Gatos, et al. [32] presented a segmentation free approach for word spotting. In 

this method, words are not individually segmented from a document, instead significant regions 

are detected, document image feature descriptors are allotted to detected region and matching 

procedure is performed only on the detected regions of interest. A segmentation free word 

spotting [33] method based on zones of interest. Initially, they detect the zones of interest and 

compute the gradient angles, and construct a graph of zones of interest. Finally, matching is 

performed by searching through the tree. A segmentation free approach [34] based on flexible ink 

ball model, allowing for Gaussian random-walk deformation of the ink trace. Thus, the query 

word model is warped in order to match the candidate regions in the document. The segmentation 

free method for word spotting in handwritten documents [35] based on heat kernel signatures 

(HKS) descriptors are extracted from a local patch cantered at each keypoint. A statistical script 

independent line based word spotting method [36] for offline handwritten documents based on 

hidden Markov models by comparing a filler models and background models for the 

representation of background and non-keyword text. An unsupervised Exemplar SVM framework 

for segmentation free word spotting method[37] using  a grid of HOG descriptors for documents 

representation. Then, sliding window is used to locate the document regions that are most similar 

to the query. A segmentation free query by string word spotting method [38] based on a 

Pyramidal Histogram of Characters (PHOC) are learned using linear SVMs along with the PHOC 

labels of the corresponding strings.  Line-level keyword spotting method [39] on the basis of 

frame-level word posterior probabilities of a full-fledged handwritten text recognizer based on 

hidden Markov models and N-gram language models. 

3. OUR APPROACH 

3.1. Bag of Visual Words (BoVW) Framework 

The Bag of Visual Words [40] is an extension of Bag of Words [41] to the container of digitized 

document images. The BoVW framework consists of three main steps: in the first step, a certain 

number of image local interest points are extracted from the image. These keypoints are 

significant image points having rich of information content. In the second step, feature descriptors 

are extracted from these keypoints, and these feature descriptors are clustered. Each cluster 

corresponds to a visual word that is a description of the features shared by the descriptors belongs 

to that cluster. The cluster set can be interpreted as a visual word vocabulary. Finally, each word 

image is represented by a vector, which contains occurrences of each visual word that appears in 

the image. Based on these feature vectors, a similarity measure is used to measure the likeness 

between given query image and the set of images in the dataset. 
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Figure 1. Block diagram of the our approach for word spotting 

To the best of the author’s knowledge, there is no approach using curvature feature in the BoVW 

framework for word spotting in handwritten document images. The proposed method based on 

the BoVW framework for word spotting is illustrated in Figure 1. The proposed method 

composed of four stages: (i) keypoints detection (ii) extraction of curvature features (iii) 

codebook generation and (iv) word retrieval. In the first stage, the document image is segmented 

into text lines and each text lines are segmented into primitive segments i.e. words using 

directional local profile technique [42]. The corner keypoints are extracted from word image 

using Harris-Laplace Corner detector. Then, curvature features are extracted at each corner 

keypoint.  The codebook is used to quantize the visual words by clustering the curvature features 

using K-Means algorithm. Finally, each word image is represented by a vector that contains the 

frequency of visual words appeared in the image. In the word retrieval phase, for a given query 

image, we construct the visual word vector.  Then, Nearest Neighbor Search is used to match the 

visual word vector of the query word image and the visual word vectors presented in the 

codebook. Finally, based on the ranking list, retrieved word images are presented. 

3.2. Keypoints Detection 

Before extracting the keypoints from word images, the document must be segmented into words. 

We segment document images into lines and then into words using robust algorithm [42]. The 

sample results of segmented word images are shown in Figure 2. 

 

Figure. 2. Segmented word images (a) from GW database (b)  from IAM database (c) from 

Bentham database 
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Once the document image is segmented into words, next step is the detection of corner points 

(keypoints). In this work, we detect the corner points of the word images using Harris-Laplace 

corner detector [43].  

 

Figure. 3. The intermediate results for keypoints detection: (a) segmented word image (b) canny 

edge map (c) Detected corner keypoints on canny edge map image using Harris-Laplace operator 

(d) detected corner keypoints on original word image (e) keypoint at the global level (e) sample 

keypoint at the local level 

Harris-Laplace corner detector is an accepted interest point detector due to its strong invariance to 

scale, rotation, and image noise. It is believed that most of the information on a contour is 

concentrated at its corner points. These corner keypoints, which have high curvature on the 

contour, play very important role in shape analysis of handwritten word images. The Figure 3 (d-

f) shows the result for detection of corner points in the word image. 

3.3. Curvature Features 

We extract curvature features from each detected corner keypoints of word image. The curvature 

is a measure of how geometric object surface deviates from being a flat plane, or a curve is 

turning as it is traversed.  The curvature features are the salient points along the contour of word 

image.  At a particular point (M) along the curve, a tangent line can be drawn; this line making an 

angle θ  with the positive x-axis (Figure 4). The curvature at point is defined as the magnitude of 

the rate of change of θ  with respect to the measure of length on the curve. Mathematically, the 

curvature of a point �  in the curve � is defined as follows: 

S

M
MK S

∆

∆
= →∆

)(
lim)( 0

θ
     (1) 

where, )(Mθ   is the tangential angle of the point � and � is the arc length. 
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Figure.4. Curvature of the curve C 

3.4. Codebook Generation 

The single codebook is the house of all possible visual words that correspond to spotting the word 

image in handwritten document images. Generally, the codebook must hold the following 

constraints, the codebook should be small, that guarantees to minimum computational rate 

through minimum dimensionality, redundant visual words minimization, and provide high 

discrimination performance.  

In order to generate the codebook for given training samples, we extract curvature features at 

each detected corner keypoint and it is followed by clustering of curvature features using K-

means algorithm. The curvature feature computed from detected corner keypoint is allotted to a 

cluster through minimum distance from the centre of the corresponding cluster. The clusters are 

treated as visual words. The number of clusters characterizes the size of the codebook. Finally, 

word image is formally represented as visual word vector with the help of frequency of 

occurrences of the visual words in the codebook. For example, consider a codebook with size 7 

visual words and a word image that contains 16 local curvature features, which are assigned as 

follows: 3 local curvature features for the first visual word, 5 local curvature features for the 

second, 2 local curvature features for the third, 3 local curvature features for the fourth visual 

word, 2 local curvature features for the fifth visual word and 1 local curvature feature for the 

seventh visual word. Then, the visual word vector which represents the Bag of Visual Words of 

the word image is [3, 5, 2, 3, 2, 0, 1]. The dimension of this visual word vector is equal to the 

number of visual words in the codebook. 

3.5. Word Retrieval 

In order to retrieve the word images similar to query word, we compute the similarity between 

visual word vector of the query word image and visual word vector of word images present in the 

dataset.  Lowe [49] proposed to obtain matches through a Nearest Neighbour Search (NNS) 

approach, by using the Euclidean distance between a training samples and query image descriptor 

by considering appropriate threshold T.  

( ) ( )( ) TiqidNNS
n

i
j

<−= ∑
=1

2
   (2) 
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where, � is the dimension of visual word vector,  
j

d  and q  are visual word vectors of 
thj

training sample and query word image respectively. 

4. EXPERIMENTAL RESULTS  

In this Section, we present the experimental results of the proposed word spotting method in 

comparison with the state of the art word spotting methods. The proposed method is evaluated on 

three handwritten datasets of different nature, such as George Washington (GW) dataset [23], 

IAM English dataset [47] and Bentham dataset [44].   Figure 5 shows sample document images of 

GW, IAM, and Bentham dataset.  

  

 

 

 

 

 

 

 

Figure. 5. Samples handwritten document images from (a) GW dataset (b) IAM dataset             (c) 

Bentham dataset  

In order to evaluate the performance of our approach, we used mean Average Precision (mAP) 

metric. Precision gives the percentage of true positives as compared to the total number of word 

images retrieved by the approach. The mAP provides a single value measure of precision for all 

the query word images. The Precision for each query word is computed as follows: 

FPTP

TP
Pecision

+
=)(Pr 									                                             (3) 

where, True Positive (TP ) is the number of relevant word instances correctly retrieved, False 

Positive ( FP ) is the number of word images retrieved as other than query image. 

We employed five-fold cross-validation method to validate our approach. The dataset is 

partitioned into five complementary subsets i.e. four subsets are used for training and remaining 

one subset is used as validation (test) set. The cross-validation process is repeated five times, with 

each subset used exactly once for validation. To estimate the overall evaluation results of our 

approach, we compute the average of the five validation results. 

4.1. Selection of Codebook Size 

The size of the codebook is pre-computed and selection of the optimal size of a codebook is one 

of the important factors in achieving highest accuracy. Predicting the desirable clusters and 

optimal codebook size is non-straightforward and it is dataset-dependent. Hence, in order to find 

an optimal size, we conducted the experiments using GW, IAM and Bentham datasets by varying 
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codebook size. For each dataset, we employed five-fold cross validation process. To estimate the 

overall evaluation results of our approach, we compute the average of the five validation results. 

The mean Average Precision obtained on three datasets using our approach for a different 

codebook size is presented in Table 1 and its pictorial representation is shown in the Figure 6. 

Table 1. Performance evaluation of our approach for varying codebook size using three datasets. 

Codebook 

size 

(mAP %) 

For GW dataset For IAM dataset For Bentham dataset 

36 63.43 42.06 40.17 

40 65.78 43.89 44.91 

45 68.43 48.72 51.36 

60 87.65 63.12 71.59 

72 96.72 79.64 80.46 

90 93.42 81.12 84.72 

120 90.01 94.46 88.21 

180 87.57 91.13 90.34 

360 81.32 89.24 91.84 

720 70.13 71.64 86.42 

 

From the Table 1 and Figure 6, it is observed that, when codebook size is large the accuracy of 

our approach decreases. It is concluded that for GW dataset, the performance of our approach is 

significantly better when a size of the codebook is set to 72. Similarly, for IAM dataset and 

Bentham dataset, the performance of our approach yields good accuracy when a size of the 

codebook is set to 120 and 360  respectively. Hence, in all the experiments, the codebook size is 

72, 120 and 360 for GW, IAM and Bentham dataset respectively.   

 

Figure 6. The performance comparison of our approach for varying codebook size on three 

different datasets based on mAP.  

4.2. Experiments on GW Dataset  

The GW dataset contains 20 handwritten pages with a total of available 4860 words written by 

several Washington’s secretaries. From this dataset, we have taken correctly segmented 1680 

word instances of 42 different classes of words from all the 20 pages of scanned handwritten 

documents. Each class of words may occur at least two times per document. While performing 
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five-fold cross-validation, we partitioned the dataset into five disjoint subsets and each subset 

consists of 336 word images (from each class of words we have considered 8 word instances).  

 In the training stage, 1344 word instances are used and remaining 336 word images are used for 

testing. Hence, for every experiment, we have 336 word images as test samples. The cross-

validation process is repeated five times, with each subset used exactly once for validation. Table 

2 shows the qualitative results of our approach for the GW dataset. The first column shows query 

words and corresponding retrieved word instances of a given query word are shown in subsequent 

columns. To estimate the overall quantitative evaluation results of our approach, we have taken 

the mean Average Precision. It is noticed that our approach achieves the highest accuracy with 

mAP 96.72. The result confirms that the robustness of our approach for different kinds of words 

with a small variation in writing style. 

Table 2. Query word images (first column) and corresponding retrieved word instances from GW 

dataset.  

 

We compared the performance of our approach with other existing word spotting methods using 

GW dataset. The work of Rath, et al. [22] is considered as a baseline of our experiment. A 

comparison with other word spotting methods, such as Bag of Visual Words based methods 

generated by dense SIFT feature descriptor to detect the query keyword proposed in two different 

papers by [9] and [14]. The fourth method used for comparison is unsupervised word spotting 

[45] using a grid of HOG descriptors by sliding window framework. We compared the 

performance of proposed method with our previous work for word spotting based on Co-HOG 

feature descriptor extracted in scale space representation [46].  The results of existing methods are 

extracted from their papers where results are reported as shown in Table 3. For our approach, 

fivefold cross-validation method is used to validate based on mean Average Precision. In Table 3, 

the size of dataset, feature descriptors used and comparison results of our approach with existing 

methods are shown. It is observed that, compared to existing methods, our approach yields the 

highest accuracy of 96.72.  

Among existing methods, [9] and [14] are based on BoVW concept and [22], [45] and [46] are 

non-BoVW methods. Hence we extended these non-BoVW methods to BoVW framework and 

evaluation results are obtained. Table 3 shows the performance comparison of our approach with 

results of extended existing methods to BoVW framework. It is concluded that our approach 

yields highest retrieval result compared to BoVW extended existing methods. 
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Table 3. The performance comparison of our approach with existing methods for GW dataset 

Methods Features Experimental setup 

mAP (%) 

Originally 

reported 

BoVW 

Framework 

[22] 

Projection profile, 

and  Background/Ink 

transitions 

10 pages,  2381 queries 40.90 77.20 

[9] SIFT  20 pages, 4860 queries 30.40 30.40 

[45] HOG  20 pages, 4856 queries 54.40 54.40 

[14] SIFT  20 pages, 4860 queries 61.10 61.10 

[46] Co-HOG  20 pages, 1680 queries 98.76 80.90 

Our approach Curvature  20 pages,  1680 queries -- 96.72 

 

4.3. Experiments on IAM Dataset  

A Modern English handwritten IAM dataset consists of 1539 pages text from the Lancaster-Oslo 

/Bergen corpus [26]. The dataset has been written by 657 writers. From the IAM dataset, we have 

taken 2070 segmented non-stop word images of 46 different classes i.e., each class of word image 

has 45 instances of different writing styles. For five-fold cross-validation process, each subset 

consists of 414 word images (from each class of words we have taken 9 word images). In the 

training stage, 1656 word images are used and remaining 414 word images are used for testing. 

Table 4 shows the experimental results of our approach for the IAM dataset. It is observed that 

our approach achieves the highest accuracy with mAP is 94.46. 

Table 4. Query word image (first column) and corresponding retrieved word instances from IAM 

dataset.  

 

We compared the performance of our approach with two existing word spotting methods: the first 

method is SIFT descriptors based method [37]. SIFT features are densely extracted at different 

patch size and then aggregated into Fisher vector representation of the word image and second 

method is Co-HOG feature descriptor based word spotting proposed in our previous work [46]. 

The results of existing methods are extracted from their papers where results are reported as 

shown in Table 5. For our approach, fivefold cross-validation method is used to validate based on 

mean Average Precision. Table 5 shows the comparison results of our approach with existing 

methods and extended existing methods to a BoVW framework. It is observed that our approach 
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yields the highest accuracy of 94.46 compared to non-BoVW methods as well as extended 

existing methods to a BoVW framework. 

Table 5. The performance comparison of our approach with existing word spotting methods for 

IAM dataset 

Methods Features Experimental setup 

mAP (%) 

Originally 

reported 

BoVW 

Framework 

[37] SIFT  1539 pages, 5784 queries 54.78 72.16 

[46] Co-HOG  1539 pages, 1000 queries 96.58 82.64 

Our approach Curvature  1539 pages, 2070 queries -- 94.46 

 

4.4. Experiments on Bentham Dataset 

The Bentham dataset consists of 50 high qualities handwritten documents written by Jeremy 

Bentham [44] as well as fair copies written by Bentham’s secretarial staff. From this dataset, we 

have taken correctly segmented 1200 word instances of 12 different classes of words from all the 

50 pages of scanned handwritten documents. Each class of words may occur at least two times 

per document. While performing five-fold cross-validation, we partitioned dataset into five 

disjoint subsets and each subset consists of 240 word images (from each class of words we have 

consider 20 word instances). In the training stage, 960 word instances are used and remaining 240 

word images are used for testing. Table 6 shows the qualitative results of our approach for the 

Bentham dataset. It is noticed that our approach achieves the highest accuracy with mAP 91.84. 

The result confirms that the robustness of our approach for a different variation of the same word 

involves, different writing style, font size, noise as well as their combination. 

Table 6. Query word image (first column) and corresponding retrieved word instances from 

Bentham dataset. 

 

We compared the performance of our approach with existing word spotting method [48] using 

texture features extracted around the selected keypoints. Table 7 shows the comparison results of 

our approach with the extended existing method to a BoVW framework. It is observed that, 

compared to the extended existing method, our approach achieves promising results with mAP 

91.84. 
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Table 7. The performance comparison of our approach with existing word spotting methods for 

Bentham dataset 

Methods Features Experimental setup 

mAP (%) 

Originally 

reported 

BoVW 

Framework 

[48] Texture  50 pages, 3668 queries 68.01 74.36 

Our approach Curvature  50 pages, 1200 queries -- 91.84 

 

Based on the experimental results, we can conclude that our approach efficiently retrieves the 

handwritten words which are having non-uniform illumination, suffering from the noise and 

written by different writers. The highest accuracy of our approach is due to the extraction of 

curvature at corner keypoint describes the geometrical shape of strokes present in handwritten 

words. The construction of BoVW using curvature features is simple when compared to SIFT or 

SURF features because it has scalar value. It is identified through evaluation of experimental 

results on GW, IAM and Bentham dataset, our approach outperforms existing SIFT or SURF 

based word spotting methods because the curvature is robust with respect to noise, scale, 

orientation and it preserves the local spatial information of the word shape. The advantage of our 

approach is that it uses less memory space because of scalar value extracted at every keypoint 

when compared to SIFT or SURF descriptors where feature vector is extracted at every keypoint. 

Another advantage involved in our approach is that the codebook size is very small compared to a 

size of codebook generated using SIFT or SURF features. A benefit of using BoVW 

representation is that, word retrieval can be effectively carried out because word image is 

retrieved by computing the histogram of visual word frequencies, and returning the word image, 

with the closest histogram. Therefore, word images can be retrieved with no delay.  

4. CONCLUSION  

In this paper, we proposed a novel approach for word spotting in handwritten documents using 

curvature features in Bag of Visual Words framework. The curvature feature is significant in 

word shape perception and preserves the advantage of holistic representation of word image. 

From the experimental results, it is observed that curvature features are more suitable for 

handwritten word representation and which can improve the performance of proposed word 

spotting method as compared to existing non BoVW as well as BoVW framework based word 

spotting methods. The use of BoVW framework has gained attention as a way to represent 

segmented handwritten words and can lead to a great boost in performance of our approach.  

BoVW representation can retrieve word instances efficiently, which is difficult with the popular 

existing methods. It is proven through experimental results evaluated using three datasets such 

IAM, GW, and Bentham. This motivates the development of proposed approach for word 

spotting in large collection of handwritten documents to retrieve words and its instances similar to 

query words.  
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