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ABSTRACT

Big Data has introduced the challenge of storing and processing large volumes of data (text, images, and videos). The success of centralised exploitation of massive data on a node is outdated, leading to the emergence of distributed storage, parallel processing and hybrid distributed storage and parallel processing frameworks.

The main objective of this paper is to evaluate the load balancing and task allocation strategy of our hybrid distributed storage and parallel processing framework CLOAK-Reduce. To achieve this goal, we first performed a theoretical approach of the architecture and operation of some DHT-MapReduce. Then, we compared the data collected from their load balancing and task allocation strategy by simulation.

Finally, the simulation results show that CLOAK-Reduce C5R5 replication provides better load balancing efficiency, MapReduce job submission with 10% churn or no churn.
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1. INTRODUCTION

Big Data [1] showed the limits of traditional storage and processing frameworks. To solve its problems, many projects have been developed. Hadoop [2] and MapReduce [3] are pioneering software frameworks dedicated to this field. The parallel programming model of Hadoop MapReduce designed for scalability and fault tolerance assumes that calculations occur in a centralized environment with a master/slave architecture.

Also the lack of storage for incoming queries that can be processed at a later time and the problems associated with the churn in early versions of Hadoop, have led Hadoop designers to move towards new resource management policies [4]. But with the heterogeneity of computing frameworks, Apache Hadoop still faces problems of load balancing and data replication [2, 5]. Thus to overcome the storage problem, Distributed Hash Tables (DHTs) were used. However, with the proliferation of data and the heterogeneity of storage and processing nodes, this approach was faced with the same problem of load balancing and replication [6, 7].

While many studies have been conducted on the dynamic load balancing strategy [8, 9] and data replication mechanisms [10, 11] of Hadoop and DHTs, new and innovative hybrid storage and processing frameworks have emerged. Our objective is to show the efficiency of our Big Data framework: CLOAK Reduce. We will evaluate its performance by comparing its load balancing strategy and replication mechanism to some existing solutions. This paper is structured as
follows: in section 2, an overview of different Hadoop approaches for efficient management of massive data. In section 3, some approaches of DHT-MapReduce frameworks used in Big Data management are discussed. Experimental results are presented in section 4. Finally, conclusions are drawn and future work is described in section 5.

2. RELATED WORKS

2.1. Hadoop’s Different Approaches

Its scheduler influences the performance of Hadoop greatly. Originally, the main purpose of Hadoop was to perform large batch jobs such as web indexing and log mining. Since its first deployment in 2006, four versions of Hadoop frameworks have been released, namely Hadoop 0.x, Hadoop 1.x, Hadoop 2.x and in 2017 Hadoop 3.x. In Hadoop 0.x and Hadoop 1.x, slot-based resource management was used, while Hadoop 2.x and Hadoop 3.x use a resource management system known as Yet Another Resource Negotiator (YARN) [12].

How does Hadoop 3.x add value over Apache Hadoop? First, let us introduce MapReduce, our dedicated processing framework.

2.2. MapReduce

MapReduce is a framework that enables automatic parallelization and distribution of large-scale computations, while abstracting the “disjointed details of parallelization, fault tolerance, data distribution and load balancing.” Its principle consists in splitting the initial volume of data \( V \) into smaller volumes \( v_i \) of couples (key, value), which will be handled separately on several machines [3]. To simplify, a user can take a large problem, divide it into smaller equivalent tasks and send these tasks to other processors for computation. The results are returned to the user and combined into a single answer [2].

2.3. Hadoop 1

Hadoop 1.x has a limited scalability of 4,000 nodes per cluster and only supports the MapReduce processing model [5]. Its "master/slave" architecture, consisting of the NameNode and JobTracker masters, is its point of failure. The failure of the NameNode daemon eliminates all accessibility to the Hadoop Distributed File System (HDFS) file manager. JobTracker failure also will cancel MapReduce jobs running and all new jobs to be submitted [12, 13]. In short, the Single Point Of Failure (SPOF) in a Hadoop 1 cluster is the NameNode. Any other churn does not cause data loss or the results of the cluster’s NameNode. Hence the need to go to another step in this configuration to save the NameNode metadata.

2.4. Hadoop 2

Hadoop 2.x (Figure 1) has resolved most of the restrictions of Hadoop 1.x. Its resource and node management system, Yet Another Resource Negotiator (YARN) serves as a framework for a wide range of data analytics such as event management, streaming and realtime operations [5]. Hadoop 2.x has therefore combined Hadoop 1.x with other distributed computing models such as Spark, Hama, Giraph, messaging interface, MPI coprocessors and HBase [14]. Hadoop 2.x has scalability of up to 10,000 nodes per cluster and Secondary NameNode with functionality to overcome SPOF [15].
However, Hadoop 2.x has some limits. Its tolerance for failures is managed by replication. HDFS replicates each block three times for multiple purposes by default. A single data node manages many disks. These disks fill up during a normal write operation. Adding or replacing disks can cause significant problems within a data node. For data management, Hadoop 2.x has an HDFS balancer that distributes data across the disks of a data node. Replication is the only way to manage fault tolerance that is not space-optimised. Because if HDFS has six blocks to store, there will be 18 occupied blocks, which is 200% overhead in the storage space. In addition, Hadoop 2.x only supports one active and one Secondary NameNode for the entire namespace.

![Figure 1. Hadoop 1 vs Hadoop 2](image)

### 2.5. Hadoop 3

Hadoop version 3.x (Figure 2) was released in December 2017 [15] incorporating a number of significant improvements over the previous major release, Hadoop 2.x. Apache Hadoop 3.x with its Erasure Coding (EC) in place of data replication provides the same level of fault tolerance with much less storage space. In typical erasure coding configurations, the storage overhead is no more than 50%. Integrating EC with HDFS improves storage efficiency while providing data durability similar to that of traditional replication based HDFS deployments. As an illustration, a three time replicated file with six blocks will consume $6 \times 3 = 18$ blocks of disk space. But with EC deployment (six data, three parities) it will only consume nine blocks of disk space [5]. Hadoop 3.x improved scalability, usability by introducing streams and aggregation and reliability of Timeline service [10].

With Hadoop 3 we have some disadvantages. Node heterogeneity factors have a negative impact on its performance and limit the overall throughput of the system raising the issue of load balancing and data replication. To address these challenges, Hadoop also introduces the use of intra-node data balancing.
2.6. DHT - MapReduce

Although Hadoop 3.x supports more than two (02) NameNodes, the initial HDFS high availability implementation provided for a single active NameNode and a single SecondaryNode. By replicating edits across a quorum of three JournalNodes, this architecture is able to tolerate the failure of any node in the system. For the deployment of infrastructures that require higher levels of fault tolerance, JournalNodes can be used to allow users to run multiple backup NameNodes. For example, by configuring three NameNodes and five JournalNodes, the cluster is able to tolerate the failure of two nodes rather than just one. In parallel with Hadoop, other projects to design distributed storage and parallelized processing frameworks to develop high-performance computing using heterogeneous resources have emerged. We present some frameworks dedicated to this type of computation exploiting DHTs as organisational mechanisms. ChordMR[16] and ChordReduce[17] have focused their work on the failure of the master. The use of Chord [18] allows a set of backup nodes to be available for the resumption of outstanding work. When the active node fails, the backup nodes run an algorithm to elect a new node. Most DHTs focus their efforts on preventing record loss due to churn with scalability of more than $10^6$ nodes and strategies to increase their storage performance [19].

2.7. EclipseMR

EclipseMR (Figure 3) consists of double-layered consistent hash rings - a decentralized DHT-based file system and an in-memory key-value store that employs consistent hashing. The in-memory key-value store in EclipseMR is designed to not only cache local data but also remote data as well so that globally popular data can be distributed across cluster servers and found by consistent hashing [20]. EclipseMR framework’s signature is the usage of a double-ring to store data and metadata. In the upper layer of the ring, it utilizes a distributed in-memory key-value cache implemented using consistent hashing, and at its lower layer it uses a DHT type of distributed file system.
In order to leverage large distributed memories and increase the cache-hit ratio, EclipseMR proposes a Locality-Aware Fair (LAF) job scheduler that works as the load balancer for the distributed in-memory caches [15]. An experimental study shows that each design and implementation of EclipseMR components contributes to improving the performance of distributed MapReduce processing. Simulation shows EclipseMR outperforms Hadoop and Spark for several representative benchmark applications including iterative applications [20].

2.8. P2P-Cloud

P2P-Cloud offers innovative solutions to some of these concerns. Its architecture has four layers (Figure 4). A physical layer consisting of volunteer nodes connected via the Internet, above which is an overlay layer for logically connecting the nodes. The third layer performs the Map and Reduce functions on the data set. The outermost layer serves as an interface to receive user jobs.
P2P-Cloud uses Chord as an overlay protocol to organise nodes. The bootstrapper acts as an interface for joining nodes and submitting tasks. A node that wishes to join the network, contacts the bootstrapper. Each new node announces its success rate from previous runs. The success rate values correspond to the same domain as the nodeId. For each new task, the bootstrapper assigns a new identifier that is equal to the current number of tasks + 1. The new task is composed of input data and the Map and Reduce functions. Figure 4 illustrates the P2P-Cloud model. The slave nodes download the input chunks and run the Map task on them (step 2 of Figure 5). The intermediate results are replicated on the successor node (step 3 of the Figure 5) and transferred to the reduction nodes (step 4 of the Figure 5). The reducer performs reduce function on the intermediate data and transfers the final output to the primary master (step 5 in Figure 5). The primary master then copies the result to the bootstrap program so that the user can download the results.

![Figure 5. P2P-Cloud model [21]](image)

3. PERFORMANCE ANALYSIS

In this section, we prove that CLOAK-Reduce [19, 22, 23] can play its part in a world where the main characteristics of computing frameworks are the efficient exploitation of storage and computing resources. We also take into account MapReduce job management using a load balancing strategy and peer failure management support to improve fault tolerance in the Internet environment.

3.1. Theoretical Review

Although the primary concern of distributed storage and parallelized computing is addressed in EclipseMR, P2P-Cloud and Cloak-Reduce, there are significant differences in their implementation. Challenges include managing node heterogeneity, task governance, churn and load balancing.

In our analysis, the first approach is a comparative study of mathematical models based on the search performance of P2P-Cloud (Equation 1) and EclipseMR (Equation 2):

Assuming that the probability of an arbitrary node at any location in P2P-Cloud at scale $N = 2^m$ or EclipseMR is equal, and that it satisfies a uniform distribution, then the probability is: $p = 1/2^m$
Assuming hop(n, key), the hop it takes for node n to find the identifier key, n(key) is the node where the resource key is located, so hop(n, key) is the number of hops node n takes to reach n(key).

Assuming Ehop, the expectation of jumps that a certain node takes to discover a random key, knowing that the number of nodes at level k is \( C^k_m \) with a node discovery mechanism similar to an m-ary tree. So the node on level number \( i \) means that it takes \( i \) steps to reach this node, the number of nodes in number i is signed Level(i) here, so the Level(i) = m.

The probability that a random node can be found with i steps would be \( \phi = \text{Level}(i) = \frac{C^m_i}{\sum_{i=0}^{m-1} C^m_i} \)  

\[
E_{\text{hop}_{\text{P2P-Cloud}}} = \sum_{i=0}^{m-1} p_i \times p \times i = \sum_{i=0}^{m-1} C^m_i \times \frac{1}{2^m} \times i
\]  

\[
E_{\text{hop}_{\text{EclipseMR}}} = \frac{\sum_{i=0}^{m-1} C^m_i \times \frac{1}{2^m} \times i}{\sum_{i=0}^{m-1} C^m_i} \approx \frac{m}{m-1}
\]  

This quotient (Equation 3) means that the exception of hops in the lookup process in EclipseMR could be decreased by about \( 1/(m-1) \) or that the efficiency could be improved by about \( 1/(m-1) \). In sum, the dual-ring architecture of EclipseMR reduces the average number of hops between peers in a search query and reduces query latency when peers in the same group are topologically close. Despite the fact that the reliability of P2P-Cloud nodes is estimated using the Exponential Weighted Moving Average (EWMA) algorithm [21].

However, we focused our comparative study on P2P-Cloud and CLOAK-Reduce, because despite the very promising future of EclipseMR, adding trivial features had become almost impossible [24].

3.2. Simulation

In this second approach, we compare the performance of CLOAK-Reduce with P2P-Cloud in terms of fault tolerance to justify the robustness of CLOAK-Reduce. For hardware constraints, we will set the churn rate to 10%, during the execution period of the Map and Reduce tasks and choose file sizes of 128, 256, 512 and 1024 MB respectively. All experiments were performed on a 2.60 GHz Intel Core i5 CPU PC with 8 GB of memory running Windows 10 Professional. The churns are independent and occur randomly. The comparison of the two frameworks will focus on the following performance indicators.

1. The total elapsed time with and without churn during the map and reduce phases.
2. Message exchanges between the Resource Manager (RM) and the slave executing nodes for P2P-Cloud and the Schedulers, JobManagers and JobBuilders for CLOAK-Reduce with and without churn.

3.3. Results of the Map and Reduce Submissions

3.3.1. Total Elapsed Time Without Churn

The CLOAK-Reduce C5R5 replication framework and the P2P-Cloud have almost the same trend when there are no churns. However, the simulation results give a slight performance to CLOAK-Reduce replication C5R5 which has an average time of about 24.805 seconds compared to 27.540 seconds for the P2P-Cloud framework when the data volume increases from 128 MB to 1024 MB. The mean processing time for the same data volumes of the C1R5 and C5R1
replications of CLOAK-Reduce, under the simulation conditions are 31.513 seconds and 30.251 seconds respectively. Figure 6 illustrates this behaviour.

![Figure 6. Total elapsed time in case of no churn](image)

### 3.3.2. Map Phase with 10% Churn

Figure 7 compares the total elapsed time during a Map submission phase with a 10% churn rate. The results of the different simulations give the best performance to CLOAK-Reduce with C5R5 replication, with an average job submission time of 45.114 seconds, when we vary the data volume from 128 MB to 1024 MB. Then we have 55.687 seconds for P2P-Cloud and 57.801 and 66.988 for CLOAK-Reduce with C1R5 and C5R1 replications respectively. However, the time difference between P2P-Cloud and CLOAK-Reduce with C1R5 replication is 2.115.

![Figure 7. Map phase with 10% churn](image)

### 3.3.3. Reduce Phase with 10% Churn

Figure 8 compares the total elapsed time during a Reduce submission phase with a 10% churn rate. The results of the different simulations give the best performance to CLOAK-Reduce with C5R5 replication, with an average job submission time of 50.944 seconds, when we vary the data...
volume from 128 MB to 1024 MB. Then we have 67.200 seconds for P2P-Cloud and 116.086 and 68.522 seconds for CLOAK-Reduce with C1R5 and C5R1 replications respectively. However, we find a small variation in submission time between the Map and Reduce phases of CLOAK-Reduce with C5R1 replication, which is 66.988 for the Map phase and 68.522 for the Reduce phase. In contrast to CLOAK-Reduce with C5R1 replication, C1R5 replication often results in a much higher time with almost 50% failure in Reduce submissions.

![Bar chart showing total elapsed time for different file sizes and replication strategies](image)

Figure 8. Reduce phase with 10% churn

4. CONCLUSIONS AND PERSPECTIVES

This study shows the flexibility of the address space and the efficiency of the CLOAK-Reduce load balancing strategy. The proposed hierarchical architecture uses multiple management nodes to achieve scalability and availability without significant downtime.

The performance of the proposed approach is verified using two phases of MapReduce. For each phase, we performed experiments to observe the performance of our framework. Compared to existing approaches that only consider load-based block placement or block redistribution. Our proposed global approach achieves good performance in terms of global load submission, load balancing and distributed task restitution. Its approaches have been solved by our mechanism of radial replication for intermediate jobs, circular replication for job submission and storage of unsubmitted jobs at the root level.

In the future, we will focus on optimising the cost of communication between idle and active nodes. That is, reduce the number of exchanges between candidate JobManagers, inactive JobBuilders and their elected JobManager.

REFERENCES


