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ABSTRACT
E-learning platforms have never been as in-demand as they are now since the recent pandemic making
privacy education more important than ever. However, for the most part, these platforms are single-user
learning environments and lack student-student interactions. To overcome this deficiency, we propose a
collaborative e-learning platform for privacy education that matches students in a stable and automatic
manner according to students’ preferences. Each student is represented by a vector profile that is created
from behavioural skills and academic knowledge obtained from the platform. Once the preferences are
determined, the residents-hospitals matching algorithm is applied to select students who will collaborate
with one another. Experimental results show that the proposed model offers an effective way to create
stable, thus satisfied, coalitions of students from two groups of arbitrary sizes. In addition, the automation
allows students to skip the tedious process of manually selecting partners. Therefore, saving their time to
collaborate on privacy education with their teammates helping them to increase their privacy awareness.
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1. INTRODUCTION
It is increasingly obvious that everyday the dependence on our cyber-life exposes us to privacy
issues. This is especially true for youth since they spend a large part of their life in the cyber-space.
Therefore, privacy education should be an important component of general education in order to
highlight the importance of privacy and the risks of certain habits or behaviours [1]. Privacy e-
learning platforms become an essential tool to help teenagers become more privacy-aware [2], [3].

Several e-learning platforms have been proposed in the literature (e.g., [4], [5], [6] [7], [8], [9], [10],
[11]). These platforms, however, lack of student-to-student interactions since they offer single-user
learning environments [3] [12] [13]. Traditional e-learning platforms designed for privacy educa-
tion are also not well suited for student-to-student interactions. In parallel, Computer-supported
collaborative learning (CSCL) has become a set of crucial pedagogical techniques giving many
advantages by using collaborative learning [14], [15], [4], [7], [16], [17]. Collaborative learn-
ing allows students to cooperate and exchange feedback and information [18] [19]. This in turn
enables students to better understand course materials and achieve mutual benefits [13] [3]. How-
ever, one major drawback in this type of environment is the lack of mechanisms to group partners
in an optimal way. Matching incompatible individuals can have significant negative impacts such
as preventing a student from focusing and achieving the main goals of cooperation [3]. Therefore,
selecting optimal partners in collaborative learning is essential to achieve better learning outcomes.
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The above-mentioned problems have been addressed by two platforms: Teens-Privacy [20] and
Teens-Online [3]. The first platform allows, in the first place, to extend traditional e-learning plat-
forms to include a collaborative environment. The second platform uses a stable marriage algo-
rithm to match students thus addressing the lack of mechanisms to group students in the CSCL
paradigm [3]. Both platforms make use of Academic and Socio-psychological factors constructed
by the means of quizzes to create the preference lists of each student needed to run the matching
algorithm. More precisely, each student has to answer quizzes to build or complete a profile. Once
the profile is completed, each student has to rank students of the other group in order of preference.
This ranking (list of preferences) becomes the input for the matching algorithm. However, this
process can be tedious and become a burden for students.

This paper is an improvement of the previous work proposed in [20] and [3], where we present
an automated stable personalised partner selection for collaborative Privacy Education. In the
proposed framework, we include a new component to automate the process of selection by the
mean of similarity measures. This can be done without disallowing the possibility of manually
selecting partners. The automation process can be used to bootstrap the initialization phase or be
used at any other time if needed. It thus offers the possibility to fully or partially automate the
selection process. It is worth mentioning here that the stable marriage matching algorithm in use
on the previous platforms (i.e., [20] and [3]) requires the two groups be the same size. Since, this
requirement is restrictive we adopted the extended version of the Gale-Shapley stable marriage
algorithm: the resident-hospital algorithm that allows us to match groups of unequal sizes.

In the proposed framework, we consider two categories as the selection criteria, which are based
on the recent classification done by [21]. The first category is Academic factors, which consist of
the topic-specific knowledge level of students. The advantage of using these factors is to enhance
the benefits of students’ collaboration by pairing students who can help each other based on com-
plementary competences [20]. The second category is Socio-psychological factors, represented by
behavior factors, which consist of personality traits that are considered useful to improve collabo-
rative work and help students to participate effectively [21]. In summary, this paper consists of the
following contributions:

• Devising an efficient and stable personalized-based partner(s) selection algorithm for collab-
orative learning. The proposed algorithm allows us to match groups of unequal sizes, which
improves the flexibility of collaborative e-learning.

• Integrating a Residents-Hospitals algorithm into the proposed collaborative e-learning plat-
form in order to guarantee the selection of partners is done automatically.

The rest of this paper is organized as follows. In Section 2, we discuss the related work. Section
3 formulates the proposed framework. In Section 4, we present our empirical results to evaluate
performance of the proposed framework. Lastly, Section 5 concludes the paper and presents future
research.

2. BACKGROUND

Several e-learning environments and platforms have been proposed in the last few years (e.g., [4],
[7], [8], [9], [10], [11]). The main disadvantage of these approaches is that they do not support
student-to-student interactions since they offer single-user learning environments. There is also
a large number of studies on collaborative learning showed the benefits of such environments on
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students (e.g., [22], [16], [23],[24], [25]). Also several studies (e.g., [26], [27], [28], [29]) have
been proposed in the context of Computer-Supported Collaborative Learning (CSCL). However,
the lack of methods for selecting the optimal partner(s) is evident in these frameworks. To over-
come the situation, this paper proposes a matching algorithm deemed to be stable from the field of
game theory: Residents-Hospitals (RH) matching algorithm [30]. This algorithm is useful and
famous since it is behind The National Resident Matching Program (NRMP) in the United States
of America, Canada and elsewhere [31]. This program is used to place medical students into res-
idency training programs. The algorithm is an extended version of the stable marriage problem
[32]. Indeed, the stable marriage problem restricts the two groups to be matched to be of equal
size which is not the case in the extended version. The algorithm uses preferences lists to build
the matching. Concretely, each student must rank students from the other group according to their
preference. In our e-learning platform, we propose a framework that matches students from two
distinct groups of unequal sizes by automatically building preferences list by means of similarity
measures and then running RH. Such an approach leads to a stable matching of students. That is,
no student has an incentive to leave her/his current partner(s) and pair with another one.

In fact, there are many important studies in the field of CSCL and collaborative problem solving
(e.g., [25], [33], [34]). There are also several studies that use students’ individual characteristics
and preferences as grouping criteria (e.g., [35], [36], [37], [38], [39]). The limitation of these
approaches in the collaborative environment is the lack of mechanisms for choosing the optimal
partners that help students engage in learning activities. One should note that working with an
incompatible student may negatively impact the learning process. Some researchers indicate that
inadequate peer matching has been the main reason for many unsuccessful collaborative learning
applications [40]. Thus, optimal partner selection is a critical fundamental process and should be
done in a proper way [41] [42].

To address the above-mentioned problem, we propose a collaborative e-learning platform for pri-
vacy education that matches students in an automatic and stable manner. The matching procedure
is performed according to students’ preferences. To this end, each student is represented by a vec-
tor profile, which is extracted from behavioural skills and academic knowledge. The proposed
framework is integrated with a Residents-Hospitals algorithm in order to ensure that the selection
process (i.e., selection of partners) is done automatically.

3. THE PROPOSED FRAMEWORK

Figure 1 shows the proposed framework. As can be seen in Figure 1, the inputs consist of two groups
of students, which are transformed into vectors. Thereafter, a similarity score such as Jaccard,
Cosine and Dice is applied by comparing every vector of each group with every vector of the other
group. These lists of scores are then ordered from highest to lowest (most similar to least similar).
These are considered to be the preferences lists. Finally, the matching algorithm is run.

3.1 Student Profile

Privacy-specific quizzes, forms, reports, exams and such provide valuable information (knowledge,
behaviours characteristics) about a particular student. When this information is collected in a sim-
ilar fashion for a set of students, it can be used to better know a student and even compare different
students altogether. In particular, the “Teens-Privacy” platform accumulates such information [20].
From the system’s perspective, we propose to structure a student profile in the form of a vector. All
these vectors (students) are part of a vector space 𝑉𝑠 ⊆ ℝ𝑛

+ that allows us to perform mathematical

International Journal on Integrating Technology in Education (IJITE) Vol.10, No.2, June 2021

11



Figure 1: Framework of the matching module

operations in order to add automation to the system. Each student is therefore represented as a vec-
tor of numerical values inferred from knowledge gathered, behaviours and skills. Formally, let’s
assume that all these 𝑚 ∈ ℕ results 𝑟𝑖 form a sequence (𝑟1, 𝑟2, … , 𝑟𝑚) representing all the system’s
knowledge about students. From this sequence, a vector space basis can be derived. The ordering
of the results is arbitrary but must remain static once chosen and every student must complete all
the same quizzes, exams, forms, etc for consistency.

3.1.1 Example

Suppose two groups 𝐺1 = {Josh,Alice,Bob}, 𝐺2 = {Zoe, Jason} of students are asked to complete
two quizzes. One quiz asks how important these characteristics are to them (conscientiousness, gre-
gariousness, independence) and a second one based on knowledge asks what is their level of com-
petence in {security, privacy}. All quizzes are rated on a scale from 0 to 10. Let’s create a labelling
such that 𝑟1 ← conscientiousness, 𝑟2 ← gregariousness, 𝑟3 ← independence, 𝑟4 ← security, 𝑟5 ←
privacy. In the end, let’s suppose an arbitrary rating that led: 𝑠Josh = (1, 1, 1, 1, 1) , 𝑠Alice =
(2, 6, 2, 7, 3) , 𝑠Bob = (5, 6, 9, 7, 3) , 𝑠Zoe = (2, 2, 2, 10, 10) , 𝑠Jason = (8, 6, 8, 7, 5)

3.2 Profile Structural Particularity

“Teens-Privacy” framework separates the profile (or the students space at this point) into 2 distinc-
tive categories: one including the knowledge factors and the other one the behaviour factors. In our
model, the first 𝑘 < 𝑚 elements could represent the results attached to the knowledge factors while
the remaining axis represents the behavioral ones. The critical point is that in the implementation,
we need to know which of the two categories a given axis belongs in. As we will describe later on
in this article, this distinction is needed in order to select students with complementary skills.
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3.3 Partner Selection

In our framework that lies on the core concept of game theory, every student tries to maximize his
or her utility when associating with students of the other group. In particular, “Teens-Privacy”, as
described in the previous paper, takes advantage of the stable marriage algorithm to match students
creating a fully-cooperative framework [20]. This algorithm requires that the two groups of students
be of the same size. However, an extended version of this algorithm that can accommodate groups
of unequal sizes exists: residents-hospitals matching algorithm. We will upgrade the previous
framework with this version instead. It should be stressed that with this version the framework is
a cooperative framework. This is due to the fact that if some students were not matched in a given
period, they can be matched in the future periods as long as the students’ preferences lists are being
changed over time.

In order to use matching algorithms, preferences lists must be constructed for every student. In
“Teens-Privacy”, this process is done manually. We suggest the possibility to automate this part
when needed with the use of similarity measures between student vectors.

3.4 Automation of the Preferences list

Each student 𝑠 has to rank students of the other group in order of strict preferences resulting in a
particular preference list 𝒫𝑠. Given two disjoint groups of students 𝐺𝑖, 𝐺−𝑖 ⊂ 𝑉𝑠 ≠ ∅ the preference
list 𝒫𝑠 of a given student 𝑠 in group 𝐺𝑖 is a permutation 𝜎 ∶ 𝐺−𝑖 → 𝐺−𝑖 of 𝐺−𝑖 that can be written
as 𝒫𝑠 = 𝜎 (𝐺−𝑖) and similarly for 𝐺𝑖. Moreover, if 𝑠 strictly prefers 𝑥 over 𝑦, we write 𝑥 ≻𝑠 𝑦.

We will assume that a student would prefer a peer that have similar behavioural characteristics but
complementary academic knowledge over another one. Indeed, it is not illogical to think that two
persons sharing similar behaviours will fit together while having complementary knowledge will
benefit everybody. Therefore, building preferences is analogous to building similarities. The idea
to automate the creation of preferences lists consists in measuring the similarity of two student
vectors to obtain a score. This score is used for ordering. A better score for 𝑠𝑎 than 𝑠𝑏 means
that 𝑠𝑎 ≻𝑠 𝑠𝑏. Moreover, to make sure that two students have complementary academic skills a
transformation 𝑇 ∶ 𝑉𝑠 → 𝑉𝑠 is applied to the student creating his/her preferences list such that
components representing the academic skills are changed for their complement (for instance, if the
component skills in security is 6/10 then its complement becomes 4/10). This ensures that someone
with a specific strong component will artificially become similar to a weak one in this activity and
vice-versa.

Algorithm 1 Transformation 𝑇 of complementary academic skills
1: Student vector 𝑣 ∈ 𝑉𝑠
2: for 𝑣𝑖 in 𝑣 do
3: if 𝑣𝑖 is an academic skill then 𝑣𝑖 ← 𝑣𝑖 ▷ complement of 𝑣𝑖
4: else 𝑣𝑖 ← 𝑣𝑖
5: end if
6: end for

3.4.1 Example

Let’s take Josh’s profile from the last example. Since 𝑟4 and 𝑟5 are knowledge-specific components
than the transformation leads to:
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𝑠′Josh = (1, 1, 1, 10 − 1, 10 − 1) = (1, 1, 1, 9, 9) Our strategy is to construct complete preferences
lists (each student orders all students of the other group) but, if needed, one could build partial
lists. For instance, one could design a test function that takes into account only students having a
score above a given threshold.

3.4.2 Similarity Measures

The literature is abundant about similarity measures and there does not exist a single abstract def-
inition for them but it is sufficient to say that a similarity measure is a real-valued function that
indicates how ”close” are two mathematical entities are from each other. To compute similarity in
this article, two well-known similarity measures[43] 𝑠𝑖𝑚 ∶ 𝑉𝑠 × 𝑉𝑠 → ℝ will be used: Jaccard, 𝐽
and cosine, cos defined by

cos (𝑋, 𝑌) ≡ 𝑋 ⋅ 𝑌
‖𝑋‖‖𝑌‖ ; 𝐽 (𝑋, 𝑌) ≡

𝑋 ⋅ 𝑌
‖𝑋‖2‖𝑌‖2 − 𝑋 ⋅ 𝑌 𝑋, 𝑌 ∈ 𝑉𝑠

Where ⋅ is the inner product of two vectors and ‖ ⋅ ‖ is the modulus or length of a vector.

Given two disjoint sets (of students)𝐴, 𝐵, the pseudo-code to generate the preference list of students
in 𝐵 for a particular student 𝑠𝑎 in 𝐴 is:

Algorithm 2 Creation of preference list
1: Vector 𝑣𝑎 ∈ 𝑉𝑠 for 𝑠𝑎
2: Group of students 𝐵 = [𝑣1𝑏, 𝑣2𝑏, … , 𝑣𝑛𝑏]
3: Similarity measure 𝑠𝑖𝑚 ∶ 𝑉𝑠 × 𝑉𝑠 → ℝ
4: Initialize the unordered list of preferences 𝒫𝑎 = []
5: make 𝑣′𝑎 = 𝑇 (𝑣𝑎) ▷ ”reverse” academic skills
6: for 𝑣𝑖𝑏 in 𝐵 do
7: 𝑠𝑐𝑜𝑟𝑒𝑖𝑏 ← 𝑠𝑖𝑚 (𝑣′𝑎, 𝑣𝑖𝑏)
8: add 𝑠𝑐𝑜𝑟𝑒𝑖𝑏 in 𝒫𝑎
9: end for

10: 𝒫𝑎 ← 𝒫𝑎.𝑠𝑜𝑟𝑡 ((𝑥, 𝑦) ⇒ 𝑥 > 𝑦) ▷ Descending order

3.4.3 Example

For Josh, the Jaccard coefficients in relation to group𝐺2 are: 𝐽 (𝑠′Josh, 𝑠Zoe) ≈ 0.974 𝐽 (𝑠′Josh, 𝑠Jason) ≈
0.476 .Which means that Zoe ≻Josh Jason and therefore 𝒫Josh = (Zoe, Jason) because for the Jac-
card index values closer to 1 have a higher degree of similarity. Indeed, Josh; and Zoe value the
behavioural characteristics similarly but Zoe has better academic skills making Zoe a very good po-
tential match for Josh thus Zoe is placed highest in importance in the preference list. Repeating the
same procedures for every student we obtain: 𝒫Josh = (Zoe, Jason) , 𝒫Alice = (Zoe, Jason) , 𝒫Bob =
(Jason,Zoe) , 𝒫Zoe = (Josh,Bob,Alice) , 𝒫Jason = (Bob,Alice, Josh). Note that if two classmates
have equal components thus having the same similarity value, then it is up to the implementation
to determine which student is the most preferred. In other words, who comes first in the rankings
(strict preferences).
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3.5 Matching

Once preference lists are built for every student, the next step is to match them based on these
lists. In our previous article the Gale-Shapley Stable Matching algorithm (SM) was used. Since
this algorithm requires two groups with the same number of students, we would like to use a more
general approach allowing for two groups of different sizes. A natural extension is to use the
classical Resident-Hospital assignment problem (RH). It can be viewed as a game with two sets
of players whose aim is to assign one group to the other one based on preferences. Therefore, the
game can be defined by the tuple (𝒩,𝑀,𝒫) where 𝒩 are the players, 𝑀 every possible matchings
or actions and 𝒫 the preference profile. To detail this game we will use two distinct sets of players
𝑅 = {𝑟1, … , 𝑟𝑛} and 𝐻 = { ℎ1, … , ℎ𝑚} where 𝑚, 𝑛 ∈ ℕ called the residents and the hospitals
respectively to be consistent with the terminology found in the literature. Each member ℎ𝑖 ∈ 𝐻
has a quota or capacity 𝑞𝑖 ∈ ℕ − {0} indicating how many 𝑟 ∈ 𝑅 it can accept. The rules are: 1)
each 𝑟 ∈ 𝑅 must rank in strict order the hospitals 𝐻′ ⊆ 𝐻 he/she is willing to accept 𝒫𝑟 = 𝜎 (𝐻′);
2) each hospital ℎ ∈ 𝐻 must rank in strict order all the residents that have ranked it. Therefore,
given the sets 𝐷ℎ = {𝑟 ∈ 𝑅|ℎ ∈ 𝒫𝑟} each ranked hospital must create its preference list 𝒫ℎ = 𝜎 (𝐷ℎ)
Besides, the pair (𝑟𝑖, ℎ𝑗) ∈ 𝑅×𝐻 is an assignment deemed acceptable if ℎ𝑗 ∈ 𝐻 is in 𝑟𝑖’s preference
list and vice-versa. The solution of an instance of the game is called a matching 𝑀. Formally, if
𝐴 is the set of all acceptable pairs, then 𝑀 ∶ 𝑅 → 𝑅 × 𝐻 where 𝑀 ⊆ 𝐴. The notation for all
pairs containing 𝑟𝑖 in the matching is 𝑀 (𝑟𝑖) = {(𝑟𝑖, ℎ𝑗) ∈ 𝐴}. A matching can possibly leave some
residents unassigned. Precisely, to be a valid matching

• |𝑀 (𝑟𝑖) | ≤ 1∀𝑟𝑖 ∈ 𝑅 (no resident in more that one pair).

• |𝑀 (ℎ𝑖) | ≤ 𝑞𝑖∀ℎ𝑖 ∈ 𝐻 (no hospital appears in more pairs than its quota).

If 𝑀 contains no blocking pair then it is considered stable. A blocking pair (𝑟𝑖, ℎ𝑗) ∈ 𝐴\𝑀 is
defined as ℎ𝑗 ≻𝑟𝑖 𝑀 (𝑟𝑖) and 𝑟𝑖 ≻ ℎ𝑗𝑀 (ℎ𝑗). In short, it means that every agent in the blocking pair
would prefer to be assigned to one another than their current matching. Every instance of this game
admits a stable matching that can be found in linear time. Preference lists need not be complete to
use RH.

In this article, we will use the resident-optimal stable matchings meaning that each 𝑟𝑖 that is as-
signed is matched with the best hospital he/she can obtain in a stable matching. Moreover, ev-
ery unassigned 𝑟𝑘 is unassigned in all stable matchings. Before presenting the algorithm we ap-
ply some restrictions to ensure that all students are matched. The first restriction we impose is
that preference lists for every student of both groups must be strict and complete (all students of
the other groups are ranked). We cover only the case where there is an equal or superior num-
ber of 𝑟 ∈ 𝑅. Thus, the largest group should always be the ”residents” group. In addition, we
want to compute a quota large enough to welcome everybody (unmatched students can still ex-
ist). Mathematically, |𝑅| > |𝐻| or |𝑅| = |𝐻| and 𝒫𝑟𝑖 = 𝜎 (𝐻) ∀𝑟𝑖 ∈ 𝑅 ;𝒫ℎ𝑖 = 𝜎 (𝑅) ∀ℎ𝑖 ∈ 𝐻
and 𝑞1 = ⋯ = 𝑞𝑛 = 𝑞 ≥ 1 , 𝑛 = |𝐻|. From the pigeonhole principle and considering the
residents as pigeons and the hospital’s quotas as pigeonholes, then there should be enough holes
if 𝑞 = 𝑐𝑒𝑖𝑙 ( |𝑅|

|𝐻|
). Or put differently, if we see a hospital having 𝑞 quotas as 𝑞 hospitals with 1

quota then we have |𝐻| ⋅ 𝑞 possible positions to place the residents since we restricted quotas to be
uniform. Thus, |𝑅| ≥ 𝑞 ⋅ |𝐻| ⇒ 𝑞 ≤ |𝑅|

|𝐻|
. Therefore, the ceiling value of |𝑅|

|𝐻|
seems like a good

choice for automatically determining a large enough 𝑞. For instance, if there are 3 residents and 2
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hospitals then the quota will be 𝑞 = 𝑐𝑒𝑖𝑙 ( |3|
|2|
) = 2 meaning that each hospital can accept up to 2

students. With these constraints in mind, we can apply the classical Resident-Hospital algorithm
to our need:

Algorithm 3 Classical RH with custom constraints
1: Input: 𝐺1, 𝐺2
2: 𝑅 = max {𝐺1, 𝐺2} ; 𝐻 = min {𝐺1, 𝐺2} ▷ largest groups is 𝑅
3: 𝑀 ⊆ 𝑅 × 𝐻 ∪ ∅ is the matching variable
4: Initialize 𝑀 ← ∅ and 𝑞 ← 𝑐𝑒𝑖𝑙 |𝑅|

|𝐻|
5: while 𝑟𝑖 ∉ 𝑀 and 𝒫𝑟𝑖 ≠ ∅ ▷ unmatched and has non-empty list do
6: ℎ𝑗 = (𝒫𝑟𝑖)0 ▷ highest ranked hospital for 𝑟𝑖
7: 𝑀 ← 𝑀 ∪ {(𝑟𝑖, ℎ𝑗)}
8: if |𝑀 (ℎ𝑗) | > 𝑞 then ▷ over-subscribed
9: 𝑟𝑘 = (𝒫ℎ𝑗)last

▷ worst 𝑟𝑘 in ℎ𝑗
10: 𝑀 ← 𝑀 − {(𝑟𝑘, ℎ𝑗)}
11: end if
12: if |𝑀 (ℎ𝑗) | = 𝑞 then ▷ is full
13: 𝑟𝑘 = (𝒫ℎ𝑗)last

∈ 𝑀 ▷ worst assigned 𝑟𝑘 for ℎ𝑗 in 𝑀

14: for 𝑟𝑠𝑢𝑐𝑐 in (𝒫ℎ𝑗)
last

pos(𝑟𝑘)
do ▷ successors of 𝑟𝑘 in ℎ𝑗 preferences

15: 𝒫ℎ𝑗 ← (𝒫ℎ𝑗) .remove (𝑟𝑠𝑢𝑐𝑐) ▷ delete 𝑟𝑠𝑢𝑐𝑐 from ℎ𝑗’s list
16: 𝒫𝑟𝑠𝑢𝑐𝑐 ← (𝒫𝑟𝑠𝑢𝑐𝑐) .remove (ℎ𝑗) ▷ delete ℎ𝑗 from 𝑟𝑠𝑢𝑐𝑐 ’s list
17: 𝑀 ← 𝑀 − {(𝑟𝑠𝑢𝑐𝑐, ℎ𝑗)}
18: end for
19: end if
20: end while
21: Output stable 𝑀 ≠ ∅

Given data from exams score, answers from quizzes and so forth about students, profiles are created.
Our algorithm takes as inputs two groups A and B of students. The sizes of the groups do not
need to be equal. The first step consists in the modelling of these profiles as real-valued vectors.
The second step computes, for every student, a measure of similarity between him/her with the
students of the other group. These measures are then ordered in descending order to represent
the preferences lists. In the last step, these two groups, extended with a preferences list for every
student, are given to the Gale-Shapley Residents-Hospitals matching algorithm. It outputs a stable
matching that consists in the paring of a student from group A with student of group B. In the case
of unequal groups, a student from group B can be matched with multiple students of group A or
be unmatched.

4. EXPERIMENTAL EVALUATION

We designed a proof-of-concept experiment to see to what extent the proposed algorithm can im-
prove the satisfaction of the students. In our experiments, two groups A and B are considered.
The sizes of the two groups do not need to be equal. The student profile is based on qualities and
knowledge. There are 7 qualities: conscientiousness, gregariousness,independence, intuitiveness,
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kindness, passionate and respectfulness rated on a scale from 0 to 10. Similarity, there are 5 skills
based on knowledge: privacy, security, technical aspects, economical aspects and regulations and
legislation.

The first step consists in obtaining the profile of each student. In this experiment groups: 𝐴 and 𝐵
consist of 10 students. The second step consists in generating the preferences list of every student.
As for the choice of the similarity measure, The Jaccard index was used [44]. The last step is
the running of the matching algorithm (HR). To establish the rankings, the fit score metric was
adopted [21]. It compares two students by measuring how much one’s qualities fit the other one’s

preferences. Formally, 𝑓𝑖𝑡𝑏→𝑎 =
12
∑
𝑖=1

𝑝𝑖𝑏 ⋅ 𝑤𝑖𝑎 ,∑
𝑖
𝑤𝑖𝑎 = 100 where 𝑝𝑖𝑏 ∈ [0, 10] is quality 𝑖 in

student 𝑏’s profile while 𝑤𝑖𝑎 is the weight of quality 𝑖 and student 𝑎’s profile. It is to be noted that
the weights assigned to the qualities are distributed in decreasing way, the highest weight reflects
the most important quality for this student.

The RH algorithm was compared with three other methods: preference-based and characteristics-
based homogeneous clustering method and the random-based matching method (RM). The preference-
based homogeneous clustering method (PCM) [45] was used to pair students with the most sim-
ilar preferences together, whereas, in the characteristics-based homogeneous clustering method
(CCM), students with the most similar characteristics are paired together.

4.1 Results

Figure 2 shows the performance of the different methods, the best performances are shown in bold.
Our algorithm does not guarantee an optimal partner for every student. However, it performs better,
on average, than the other methods. Moreover, we are sure that the matching is stable in the sense
of game theory.
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Figure 2: Results comparison of the matching model

5. CONCLUSION AND FUTURE WORK

In this paper, we propose a collaborative e-learning platform for privacy education. The proposed
platform allows students to obtain higher learning outcomes in a collaborative environment. This
can be done by enabling them to select optimal partner(s) using the proposed partner selection
algorithm, based on a stable matching algorithm. The proposed platform also provides a stable
student-student matching according to their preferences, behaviour and topics needing improve-
ment. Moreover, we integrate a Residents-Hospitals algorithm into the proposed selection algo-
rithm in order to guarantee the selection of partners is done automatically. Experimental results
show that the proposed framework outperforms other approaches in terms of enhancing the quality
of selected partners and improving learning outcomes. In the future, we would like to test and
integrate the proposed platform with many educational platforms (e.g., Kadenze and Moodle) and
different materials (i.e., courses) such as Computer Science and History. Furthermore, we plan
to improve the collaboration by making it a joint effort between the educational platforms and the
students themselves. Through collaboration, educational platforms can share their knowledge and
experience in order to enhance the learning outcomes of their students and achieve mutual benefits.
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